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Lung cancer is a leading cause in 
cancer-related deaths with less 

than 15% five-year survival worldwide.  
Small cell lung cancer (SCLC), which 
accounts for about 15%–18% of lung can-
cer, carries the worst prognosis within 
the lung cancer patients.  SCLC differs 
from other lung cancers, so called non–
small cell lung cancers (NSCLCs), in the 
specifically clinical and biologic charac-
teristics.  It exhibits aggressive behavior, 
with rapid growth, early spread to dis-
tant sites.  Although exquisite sensitive 
to chemotherapy and radiation, SCLC 
recurs rapidly with only 5% of patients 
surviving five years and frequent asso-
ciation with distinct paraneoplastic syn-
dromes[1].  

The predominant cause of SCLC is 
tobacco smoking, and there is increas-
ing information concerning molecular 
abnormalities involved in the pathogen-
esis of SCLC.  Although it was proved 
that dominant oncogenes of the Myc 
family are frequently overexpressed 
in SCLC[2, 3], and the tumor suppressor 
genes (TSGs) p53 and retinoblastoma 
TSG are mutated and inactivated in 
more than 90% of SCLC[4–6], little is 
known about the genetic factors associ-
ated with the development of SCLC.  

CYP1A1 gene polymorphisms were 
reported to increase lung cancer risk in 
a high incidence region of Spain and the 
Thr461Asn polymorphism was associ-
ated with SCLC[7].  NQO1 protein may 
be involved in detoxification of free 
quinone which is associated with the 
development of SCLC.  It was found 
in a UK population that individuals 
with reduced activity of the enzyme, 
due to a polymorphism of this gene, 
may increase the risk in developing the 
disease[8].  However, the genetic factors 
regulated by microRNAs (miRNAs) in 
development of SCLC are unclear.

miRNAs are a class of small non-
coding RNA molecules that regulate 
gene expression through binding the 
3′untranslated region (3′UTR) of mRNAs 
of target genes, resulting in mRNA 
cleavage or translation repression.  It 
is estimated that about 30% of human 
genes are regulated by miRNAs[9].  As a 
result, miRNAs may regulate the expres-
sions of proto-oncogenes or tumor sup-
pressor genes, thus play important roles 
in tumorigenesis.  Increasing evidence 
demonstrates that polymorphisms 
(SNPs) in the 3′UTR of genes targeted 
by miRNAs can disturb or obstruct 
miRNAs binding and consequentially 
influence regulation of the target genes, 
which might be associated with sus-
ceptibility to certain diseases including 
cancer.  Xiong et al[10] recently identified 
SNPs within the 3′ UTR of miRNA genes 
deregulated in human SCLC, and inves-

tigated their associations with SCLC sus-
ceptibility in 666 patients with SCLC and 
758 controls in a Chinese population[10].  
They found that the SNP rs3134615 
located in the 3′UTR of the L-MYC 
gene MYCL1 and the rs3134615T allele 
were associated with the significantly 
increased risk of SCLC, with the OR for 
carrying the GT or TT genotype being 
2.08 (95% CI, 1.39–3.21; P=0.0004), as 
compared to the GG genotype.  Reporter 
gene assays showed that MYCL1 was 
the target of hsa-miR-1827, which nega-
tively regulates MYCL1 expression.  The 
rs3134615 G to T change may inhibit the 
interaction of hsa-miR-1827 with MYCL1 
3′UTR, resulting in higher constitutive 
expression of MYCL1.  Because MYCL1 
is a member of MYC oncogene family 
that play a critical role in carcinogenesis, 
individuals carrying the rs3134615 T 
allele would be expected to have ele-
vated risk for the development of SCLC.  

The results of Xiong et al provide a 
new insight into SCLC tumorigenesis 
and have potential implication in early 
detection and target treatment of SCLC.
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Introduction
Kawasaki disease (KD)[1] is an acute, febrile systemic vasculi-
tis that was first described by Kawasaki et al[2].  In developed 
countries, it is the leading cause of acquired heart diseases in 
children, though its etiology remains unknown[3–5].  KD occurs 
worldwide, most commonly in Asian countries, and mainly 
affects children less than 5 years of age.  Japan, Korea, and Tai-
wan region have the highest incidence of KD ranging from 69 
to 213 cases per 100 000 children under 5 years of age[6–8].  The 
incidence of KD has been increasing globally in recent years.  
The most serious complications of KD are coronary artery 
lesions (CAL), including myocardial infarction, coronary 
artery fistula formation[9], coronary artery dilatation/ectasia 
and coronary artery aneurysm[10].  

The clinical characteristics of KD patients include prolonged 
fever longer than five days, diffuse mucosal inflammation, 
bilateral non-purulent conjunctivitis, dysmorphous skin 
rashes, indurative angioedema over the hands and feet, and 
cervical lymphadenopathy.  In addition to the diagnostic cri-
teria, there is a broad range of non-specific clinical features, 
including irritability, uveitis, aseptic meningitis, cough, vomit-
ing, diarrhea, abdominal pain, gallbladder hydrops, urethritis, 
arthralgia, arthritis, hypoalbuminemia[5], liver function impair-

ment and heart failure[4, 11].
Although the clinical features of KD are recognizable, 

the immuno-pathogenetic mechanism of this disease is still 
unclear, particularly the causative agent for CAL formation.  
Transforming growth factor-beta (TGF-β) is a candidate gene 
for KD pathogenesis because TGF-β-mediated T-cell activa-
tion and cardiovascular remodeling are regarded as important 
features of KD.  Indeed, genetic polymorphisms of the TGF-β 
pathway, including TGFB2, TGFBR2, and SMAD3, are associ-
ated with susceptibility to KD and development of CAL in the 
European and US populations[12].  In the Asian population, 
we reported that monocytosis, eosinophilia, and eosinophil-
related Th2 immune response (especially, plasma level of IL-5) 
are associated with CAL formation and/or initial intravenous 
immunoglobulin (IVIG) treatment response[13–16].  Immune-
related genes, such as CTLA-4, CASP3 and ITPKC, have also 
been suggested to influence the susceptibility to and the clini-
cal status of KD[14, 15, 17–21].

The efficacy of IVIG administered during the acute phase 
of KD to reduce the prevalence of coronary artery abnormali-
ties has been well established[22].  However, the mechanism 
of action of IVIG is still elusive.  IVIG appears to have a gen-
eralized anti-inflammatory effect.  Possible mechanisms of 
IVIG include the modulation of cytokine production, neutral-
ization of bacterial super-antigens, suppression of antibody 
synthesis and inflammatory markers (CD40L, nitric oxide 
and iNOS expression)[23, 24], and provision of anti-idiotypic 
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anti bodies[9, 13, 16].  

The role of genetic polymorphisms in immune-related 
genes in the susceptibility to Kawasaki disease
The higher incidence of KD in Asia, in conjunction with a 
higher incidence of the disease in Asian descendants com-
pared with other ethnic populations in the United States and 
Europe, suggests that a genetic predisposition might play an 
important role in the susceptibility to this disease[3, 4, 7, 10, 25–27].  
There is also evidence that the incidence of KD is higher 
among siblings than in the general population[28].  Addition-
ally, KD has a higher incidence rate among males than in 
females[5, 19].  Further evidence supports the hypothesis that 
genetic factors contribute to the susceptibility to KD[17].  For 
example, a number of genes have been reported to have sig-
nificant associations with the susceptibility to KD in different 
populations.  For instance, single nucleotide polymorphisms 
(SNPs) in the monocyte chemoattractant protein 1 (MCP-1)[29], 
IL-10[30–32], CD40L[33], IL-4[26], CASP3[20, 34], IL-18[35], IL-1B[36], HLA-
E[37], C-C chemokine receptor 5 (CCR5)[38], and inositol 1, 4, 
5-trisphosphate 3-kinase C (ITPKC)[21, 39] have been reported 
to be associated with the development of KD.  In early 2011, 
Shimizu et al[12] first reported that genetic polymorphisms of 
TGFB2, TGFBR2, and SMAD3 are associated with suscepti-
bility to Kawasaki disease and the development of coronary 
artery lesions.  Taken together, these findings suggest that 
multiple polymorphic alleles influence KD susceptibility and 
that different ethnic populations, which have distinct allelic 
expression patterns, and different sexes may have different 
susceptibilities to KD[3].  Interestingly, there are some genes 
associated with susceptibility to KD, but not CAL formation.  
We hypothesize that the genes responsible for susceptibility 

and CAL formation may be distinct[20, 39, 40].  

Association between the genetic polymorphisms and 
CAL formation in KD
All KD patients were treated with IVIG, 2 g/kg in a single 
infusion for 12 h, together with aspirin[22].  This therapy was 
within 10 d of illness and, if possible, within 7 d of illness.  
From a serial analysis of coronary artery lesions (n=341) in 
Chang Gung Memorial Hospital-Kaohsiung[20], 35% of KD 
patients had dilatation during the acute phase, 17.2% had dila-
tation one month after disease onset, 10.2% still had dilatation 
at two months of follow-up, and 4% had persistent CAL for 
more than one year[39]. 

The most commonly used definition of CAL (also known as 
coronary artery abnormality, CAA or CALs) is based on the 
Japanese Ministry of Health criteria: maximum absolute inter-
nal diameter >3 mm in children younger than 5 years of age 
or >4 mm in children 5 years and older, or a segment 1.5 times 
larger than an adjacent segment, or the presence of luminal 
irregularity[41–43].  If the body surface area is known, then coro-
nary arteries are normalized to this surface area and expressed 
as standard deviation units from the mean (Z scores)[44].  Sev-
eral studies have analyzed CAL using other methods, includ-
ing the aorta route dimension[12] and transient CAL (although 
the definition of “transient” varies among studies, from 30 d to 
6–8 weeks after disease).  Interestingly, some results have indi-
cated that the genetic association was observed only with sus-
ceptibility, not with CAL formation.  However, other studies 
have revealed inconsistent results (Table 1)[45–57].  These results 
indicate that the genes responsible for susceptibility and CAL 
formation may be different between populations[7, 32, 37, 38, 58–60].  
Recently, several candidate genes have been proposed for 

Table 1.  Genes associated with susceptibility or coronary artery lesion (CAL) formation in KD. 

                   Gene                                                                      Abbreviation       Locus                               Phenotypes                         Reference     
 
 C-reactive protein CRP 1q21-q23 Susceptibility Cheung[59]

 Tissue inhibitor of metalloproteinase 4 TIMP4 3p25 CAL Ban[60]

 C-C chemokine receptor 5 CCR5 3p21 Susceptibility Jhang[38]

 Angiotensin-II type-1 receptor AGTR1 3q21-q25 CAL Fukazawa[45]

 Vascular endothelial growth factor receptor 2 VEGFR2 4q12 CAL Kariyazono[46]

 Interleukin-4 IL-4 5q31.1 Susceptibility  Burns[26]

 CD14 antigen CD14 5q31.1 CAL Nishimura[47]

 Vascular endothelial growth factor A VEGFA 6p12 Susceptibility Hsueh[48]

    CAL Kariyazono[46]

 Lymphotoxin-alpha  LTA 6p21.3 Susceptibility Quasney[49]

 Tumor necrosis factor-alpha TNF-α 6p21.3 CAL Quasney[49]

 Interleukin-18 IL-18 11q22.3-q22.3 Susceptibility Hsueh[51]

 Matrix metalloproteinase-3 MMP3 11q22.3 CAL Park[52]

 Matrix metalloproteinase-13 MMP13 11q22.3 CAL Ikeda[53]

 Angiotensin-1 converting enzyme ACE 17q23 Susceptibility Wu[54] 
     Shim[55]

    CAL Fukazawa[45]

 Tissue inhibitor of metalloproteinase 2 TIMP2 17q25 CAL Furuno[56]

 Macrophage migration inhibitory factor MIF 22q11.2 CAL Simonini[57]

 CD40 ligand CD40L Xq26 CAL Onouchi[33]
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the susceptibility to KD or the formation of CAL in different 
populations.  Although there is evidence to support a role for 
each candidate gene in the susceptibility to KD and/or devel-
opment of CAL, there is also evidence that cannot be easily fit-
ted into any (Table 2).  Most studies addressing this question 
are plagued with inconsistencies.  First, the sample size varies 
dramatically across studies.  Hence, a small sample size may 
not have sufficient power to detect minor genetic effects.  Sec-
ond, it is becoming clear that there are different genetic back-
grounds within populations that due to variations in allele 
frequencies or heterogeneity of the phenotype, may also influ-
ence the results.  Third, the incidence of KD in Asia is much 
higher than in other places.  Thus, the role of environmental 
factors or infectious agents in the development of KD should 
also be considered.

Genetic polymorphisms of the ITPKC signaling pathway 
in patients with Kawasaki disease
A major advancement in the genetic study of KD was pro-
vided by the discovery of ITPKC.  ITPKC is an important mol-
ecule in the regulation of T cell activation, and it may function 
as a calcium channel modulator[21].  In 2008, Onouchi and col-
leagues first identified the functional polymorphism of ITPKC 
(rs28493229) that is significantly associated with the suscepti-
bility to KD and coronary artery lesions in both Japanese and 
US children[21, 61].  Using cell-based functional studies, Onouchi 
et al further indicated that the risk allele (C allele) of ITPKC 
reduces the splicing efficiency of the ITPKC mRNA that, in 
turn, may contribute to the hyperactivation of Ca2+-dependent 
NFAT pathways in T cells[21].  The identification of ITPKC 
has had an enormous effect on the field of genetic association 
studies of KD.  These novel insights into genetic mechanism 
clearly provide a new understanding of the pathogenesis of 
KD.  In contrast, the results obtained from the replication 
studies in the Taiwanese populations are strikingly controver-
sial[62, 63].  A similar approach was taken by Chi et al[62].  These 
authors genotyped 385 KD patients and 1158 normal subjects.  
However, there were no significant differences in the geno-
type of rs28493229 between the controls and children with 
KD.  The results from a study by Lin et al[63] in another inde-
pendent medical center in Taipei indicated that the C allele 

of rs28493229 is associated with KD susceptibility.  Recently, 
new results using meta-analysis showed that the rs28493229 
SNP of ITPKC is associated with the susceptibility to KD in 
the Taiwanese population[39].  Regarding to the controversial 
results obtained for ITPKC genetic association studies in the 
Taiwanese population, we attribute them to population migra-
tion, due to the increase in genetic diversity between cities in 
the south or north of Taiwan[39].

ITPKC is involved in the Ca2+-dependent NFAT signaling 
pathways in T cells[21].  In the non-excitable cells, such as T 
cells and mast cells, one of the main pathways to increase the 
intracellular Ca2+ concentration is through store-operated cal-
cium channels (SOC)[64].  The activation of store-operated cal-
cium channels can be controlled by the expression level of IP3.  
IP3 binds to its receptor (IP3R) on the endoplasmic reticulum 
(also called the calcium store) causing the release of calcium 
from stores[64].  An empty store results in the activation of both 
store-operated calcium channels and Ca2+-dependent signal-
ing pathways, including inflammatory reactions[65, 66] and 
apoptosis[64].  Onouchi et al reported that a G to A substitution 
in the 5’-untranslated region of CASP3 (rs72689236) is associ-
ated with susceptibility to Kawasaki disease in Japanese and 
in Americans of European descent[34].  The CASP3 (rs72689236) 
is replicated in the KD patients in the Taiwanese popula-
tion.  Kuo et al provided further evidence that the A allele of 
rs72689236 is very likely to be a risk allele in the development 
of aneurysms in patients with KD[20].

Another important molecule in the ITPKC signaling path-
way is ORAI1 (also known as CRACM1).  ORAI1 was identi-
fied by Feske et al in 2006[67].  Modified linkage analysis com-
pleted on data generated by single-nucleotide polymorphism 
arrays and an RNA interference screen led to an important 
finding.  A single missense mutation in ORAI1 was found in 
patients with severe combined immune deficiency (SCID) 
syndrome[67].  Furthermore, this mutation in ORAI1 has been 
shown to cause dysfunctions in Ca2+ release-activated Ca2+ 
(CRAC) channels and impairs the immune system[67].  In 
2011, a genetic polymorphism of ORAI1 was reported to be 
associated with the risk and recurrence of calcium nephro-
lithiasis[68].  In the study of Kawasaki disease, no significant 
association between genotype and allele frequency of the five 

Table 2.  Controversial genetic effects on the susceptibility to KD or CAL formation between populations.   

                                Gene       Abbreviation         Locus        Phenotypes      Reference     
 

Fc gamma receptor, low affinity IIIa receptor FCGR3A 1q23 Susceptibility Taniuchi[75] 
    Biezeveld[76]

Fc gamma receptor, low affinity IIa receptor FCGR2A 1q23 CAL Taniuchi[75] 
    Biezeveld[76]

Interleukin-10 IL-10 1q31-q32 Susceptibility Hsueh[32]

   CAL Jin[58]

Tumor necrosis factor-alpha TNF-alpha 6p21.3 CAL Cheung[59]

    Quasney[49]

CD40 ligand CD40L Xq26 CAL Onouchi[33]

    Huang[77]
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ORAI1 tSNPs was found.  Additionally, there is no association 
between ORAI1 polymorphisms and CAL formation or IVIG 
treatment responses[69].  However, this lack of association does 
not rule out the possibility that other genes in the ITPKC sig-
naling pathways might contribute to the susceptibility or clini-
cal status (CAL or IVIG treatment responses) of KD (Figure 1).  
For example, a mutation in STIM1, a key molecule in the regu-
lation of SOC, has also been reported to be associated with 
an immunodeficiency syndrome[70].  Therefore, identification 
of genetic polymorphisms for STIM1 and other genes related 
to the ITPKC pathway by direct DNA sequencing in a larger 
population may be helpful to better understand the pathogen-
esis of KD.  

Hence, the results of the GWAS from independent groups 
support the hypothesis that susceptibility loci for KD and CAL 
formation can be distinct between different ethnic popula-
tions.  

Conclusion
Several major advances have been made in understanding the 
genetic effects of the susceptibility and clinical status of KD 
over the past decade.  Very recently, genome-wide associa-
tion has led two groups to identify novel susceptibility loci as 
being important for KD in the Asian population.  Although 
the exact genes in the loci are still unclear at present, these loci 
could provide a new direction for future studies.  Now that the 
sequencing of the human genome is complete and advanced 
genotyping tools are readily available to help identify candi-
date genes, we can expect to see more insightful researches 
begin to elucidate the genes responsible for KD susceptibility.
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Introduction
Cellular senescence was originally defined as the proliferative 
arrest that occurs in normal cells after a number of cell divi-
sions, even upon treatment with mitogens.  This process of 
“replicative senescence” in normal cells results primarily from 
the shortening of, and other structural changes to, telomeres 
at the ends of chromosomes[1].  Cellular senescence was first 
described 50 years ago by Hayflick and Moorehead[2] and was 
called the “Hayflick limit”.  Senescent cells typically appear 
flattened and enlarged and show increased cytoplasmic 
granularity.  In addition to the characteristic changes in mor-
phology, senescent cells display several other differences from 
quiescent cells.  These differences include senescence-associ-
ated β-galactosidase activity (SA-β-gal), senescence-associated 
heterochromatin foci (SAHF), and high expression levels of 
p16 and p21[3–5].  These senescence markers can be used to 
identify senescent cells both in vitro and in vivo.  In addition to 
replicative senescence, cellular senescence can be induced by 
other types of stress, such as oncogene activation (Figure 1)[6].  
The oncogenic protein Ras and its effectors, such as activated 
mutant RAF, MEK, and BRAF, have all been shown to cause 
senescence[7–9].  This form of cellular senescence is similar to 
the Hayflick limit; however, in contrast to Hayflick’s obser-

vations, Ras-induced senescence is much more rapid and is 
independent of telomere shortening. Courtois-Cox and col-
leagues have referred to this form of cellular senescence as 
oncogene-induced senescence (OIS)[9].  Many laboratories have 
reported that OIS may act as a barrier to neoplastic transfor-
mation, and bypass of OIS is a prerequisite for tumorigenesis.  
Recent studies also suggest a link between OIS and induced-
pluripotency in in vitro settings, supporting the idea that cellu-
lar senescence counteracts the induced-conversion of primary 
cells into pluripotent stem cells[10–12].  Thus, OIS may suppress 
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Figure 1.  Induction of cellular senescence by various stimuli.  Cells 
can activate intrinsic pathways to undergo replicative senescence (RS), 
oncogene-induced senescence (OIS) or therapy-induced senescence (TIS).

The impact of cellular senescence in cancer therapy: 
is it true or not?

Yi ZHANG1, *, Jin-ming YANG2, *

1Department of Pharmacology, School of Pharmacy, Soochow University, Suzhou 215123, China; 2Department of Pharmacology and 
Penn State Hershey Cancer Institute, the Pennsylvania State University College of Medicine, Hershey, PA 17033, USA 

Cellular senescence is defined as the physiological program of terminal growth arrest, which can be triggered by various endogenous or 
exogenous stress signals.  Cellular senescence can be induced in response to oncogenic activation and acts as a barrier to tumorigen-
esis.  Moreover, tumor cells can undergo senescence when exposed to chemotherapeutic agents.  In addition to suppressing tumori-
genesis, senescent cells remain metabolically active and may contribute to tumor formation and to therapy resistance.  In the current 
review, we discuss the molecular regulation of cellular senescence, the potential implications of senescence in human cancers, and 
the possibility of exploiting cellular senescence for the treatment of cancers.

Keywords: senescence; oncogenesis; cancer therapy; cell survival; cell death 
 
Acta Pharmacologica Sinica (2011) 32: 1199–1207; doi: 10.1038/aps.2011.108; published online 12 Sep 2011

* To whom correspondence should be addressed. 
E-mail juy16@psu.edu (Jin-ming YANG); 
           zhangyi@suda.edu.cn (Yi ZHANG)
Received 2011-05-23    Accepted 2011-06-30



1200

www.nature.com/aps
Zhang Y et al

Acta Pharmacologica Sinica

npg

tumor formation not only by inducing a persistent cell-cycle 
arrest, but also by limiting the generation of cancer stem cells.  
Therapy-induced senescence (TIS) is another form senescence 
that refers to the phenomenon of a subset of tumor cells being 
forced into a senescent state by therapeutic agents (Figure 1).  
The ability of therapeutic stimuli to induce tumor cell senes-
cence has been noted for different treatments, including radia-
tion and chemotherapeutic drugs (such as doxorubicin and 
cis pla tin)[13, 14].  These observations indicate that cancer cells 
harbor signaling pathways/mechanisms that can be utilized 
to induce senescence.  Recently, the ability of cancer cells to 
overcoming TIS has been proposed as one mechanism behind 
cancer recurrence and drug resistance.  However, how TIS 
contributes to cancer recurrence and drug resistance remains 
an unanswered question[15, 16].  Although only certain thera-
peutics can induce senescence, and senescence does not occur 
in all the treated cells, TIS has clinical implications and signifi-
cance in regard to the efficacy and effectiveness of treatment 
regimens.  In the current review, we discuss the molecular 
regulation of the aforementioned forms of cellular senescence, 
the possible clinical implications of senescence in human can-
cer, and the potential for exploiting cellular senescence for the 
treatment of cancer.

Replicative senescence and targeting of telomeres/
telomerase in cancer
Telomeres and replicative senescence  
The phenomenon of replicative senescence (RS) was first 
observed in primary human cells that had a finite life span in 
cell culture.  These primary human cells grew in culture but 
stopped dividing after a number of divisions[17].  RS mainly 
occurs in response to dysfunctional telomeres.  Telomeres 
become slightly shorter after each cellular division and are 
eventually too short to allow the cell to divide, resulting in 
cellular senescence and apoptosis.  Telomerase can prevent 
telomere erosion and the subsequent cellular senescence in 
highly proliferating cells.  The dependence of replicative 
senescence on telomere shortening is evident, based on the 
fact that senescence can be bypassed by telomerase reverse 
transcriptase (hTERT), a catalytic subunit that elongates telom-
eres.  In the presence of hTERT, RS is significantly reduced[18].  
The majority of cancerous cells (>90%) express telomerase to 
maintain telomere length[19, 20]; however, cancer cells can also 
elongate their telomere through another mechanism termed 
alternative lengthening of telomeres (ALT)[20].  This alternative 
mechanism was discovered in some cancer cell lines in which 
telomere lengths were maintained in the absence of telomerase 
activity[16].  Thus, human cancer cells maintain their telomeres 
and consequently the ability to proliferate indefinitely making 
telomeres and telomerase ideal targets for therapeutic inter-
vention in combating cancer.

Telomerase, telomeres, and cancer therapy  
Various therapeutic strategies targeting telomeres and telom-
erase have been developed, including gene therapy, immuno-
therapy, telomerase inhibitors and telomere-disrupting agents 

(Figure 2).  Antisense gene therapies in which the hTERT 
mRNA or telomerase mRNA are targeted with RNAi or ham-
merhead ribozymes have been shown to selectively impact 
telomerase-positive cells.  Such agents include antisense 
oligonucleotides, peptide nucleic acids (PNAs), and chemi-
cally modified PNAs such as GRN163L.  GRN163L has been 
reported to inhibit telomerase activity in cancer cells, thereby 
promoting telomere shortening and subsequently cell cycle 
arrest and apoptosis[21].  To date, most studies have focused on 
searching for and testing natural agents or synthesizing chemi-
cal compounds that inhibit telomerase activity in cancer cells, 
resulting in loss of the telomere maintenance mechanism and 
induction of senescence and apoptosis.  Several compounds, 
such as BIBR1532 {2-[(E)-3-naphtalen-2-yl-but-2-enoylamino]-
benzoic acid}[22] and TNQX (2,3,7-trichloro-5-nitroquinox-
aline)[23, 24], have been reported to possess these properties.  
Protein kinase C (PKC) and Akt have been shown to phospho-
rylate hTERT and to enhance telomerase activity[25].  Therefore, 
it is conceivable that inhibitors of these protein kinases could 
have inhibitory effects on telomerase activity.  Recently, a dif-
ferent approach to targeting telomerase has been reported.  
Ugel and colleagues developed an adoptive cellular therapy 
by expanding high-avidity T cells reactive against telomerase 
epitopes.  When these cells were injected back into transgenic 
mice, adenocarcinoma progression was hampered.  A similar 
strategy was also effective against human cancer.  In a mouse 
model, T cells reactive against human telomerase successfully 
abolished tumor growth of several types of human cancer 
cells[26].  Clinical trials are currently going on to evaluate these 
approaches, and it will be interesting to see whether or not 

Figure 2.  Pathways regulating RS and targeting RS for cancer therapy.  RS 
mainly occurs in response to dysfunctional telomeres, which is the result 
of telomere erosion or telomere shortening.  In cancer cells, telomerase 
or alternative lengthening of telomeres (ALT) can prevent telomere erosion 
or telomere shortening and subsequent cellular senescence.  Various 
strategies to targeting telomeres and telomerase have been developed, 
including hTERT immunotherapy, telomerase inhibitors, telomere-dis-
rupting agents and some protein kinase inhibitors.
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these approaches will work in cancer patients.  Currently, 
all of these approaches target telomerase and telomeres; no 
specific inhibitor has yet been designed to inhibit the ALT 
pathway.  ALT-mediated telomere maintenance may underlie 
the observed resistance of some tumor cells to telomere-based 
therapies.  This presents a fascinating area for future investi-
gation, as combining ALT and telomere-based therapies may 
greatly improve outcomes for these therapies.

Oncogene-induced senescence and its role in cancer 
treatment and development 
Cellular senescence can also be induced by oncogenes, and 
this type of senescence is termed oncogene-induced senes-
cence[9].  Unlike RS, the induction of OIS is much more rapid 
and cannot be bypassed by the expression of hTERT, indicat-
ing that OIS is independent of telomere attrition[27].  OIS is 
triggered by abnormal signaling within a cell, which is medi-
ated by the protein products of oncogenes and is often accom-
panied by activation of tumor-suppressor networks.  Critical 
signaling pathways shared by both RS and OIS are the p53 
and p16/pRB (retinoblastoma tumor suppressor) pathways.  
Some oncogenes such as RAS, STAT5, and cyclin E not only 
induce senescence but also trigger a DNA-damage response, 
which is associated with DNA hyper-replication and appears 
to be involved in OIS[28].  It is now becoming increasingly clear 
that OIS is a crucial anticancer mechanism that prevents the 
growth of cells that are at risk for neoplastic transformation.  
Conversely, oncogenic stimuli that induce senescence also 
have the potential to initiate tumor promotion (Figure 3).  

Effector pathways and therapy  
Signaling pathways known to regulate OIS include the p16/
pRb and p19/p53/p21 pathways.  Reduction of p53 function 
by dominant negative mutants, specific p53 antisense mRNA, 
oligonucleotides, or viral oncoproteins is sufficient to extend 
the lifespan of several cell-types in culture[29].  The protein 
MDM2 has p53 ubiquitin ligase activity and is part of the auto-
regulatory feedback loop that regulates p53 activity.  Overex-
pression of MDM2 targets p53 for degradation and results in 
loss of p53 function[30].  Furthermore, the human homologue of 
MDM2 is frequently overexpressed in melanoma[31], suggest-
ing that alternative mechanisms for p53 inactivation occur in 
human cancers.  Studies have demonstrated that restoring p53 
activity by suppressing MDM2 overexpression (eg, by nutlin 
treatment) can achieve clinical benefits in patients with mela-
noma or other types of cancer.  Activation of p53 induces the 
expression of p21, a cyclin-dependent kinase (CDK) inhibitor 
that has a direct inhibitory effect on cell cycle progression.  In 
human cells, depletion of p21 is sufficient to bypass senes-
cence[32].  However, in mouse embryonic fibroblasts, knockout 
of p21 does not overcome senescence[33, 34], suggesting that 
at least one additional downstream effector is needed for 
p53-induced senescence.  Other proteins such as 14-3-3 and 
GADD45 are also believed to be involved in modulating cel-
lular senescence[35, 36].

The retinoblastoma tumor suppressor, Rb, also plays a 
regulatory role in senescence.  Overexpression of Rb or over-
expression of various regulators of the pRb pathway such as 
CDK inhibitors leads to a senescent phenotype[37].  CDKs are 

Figure 3.  Pathways regulating OIS and neoplastic trans-
forma tion.  Primary human cells that acquire active 
oncogenes undergo OIS.  When tumor suppressor genes 
are lost or oncogenes are over-expressed, cells bypass 
OIS and are eventually transformed.  The most common 
pathways involved in OIS are the p53 and Rb pathways.  
OIS may also be induced by other mechanisms, such as 
secretion of senescence-inducing proteins, autophagy 
and miRNAs.  Oncogenic stimuli that induce a senescence 
response may also have the potential to initiate tumor 
promo tion.  
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enzymes that stimulate cell cycle progression by phosphory-
lating the Rb protein (pRb).  One such CDK inhibitor is p16, 
which tightly binds to Rb to control its major effector, E2F, 
thereby preventing DNA replication and entry into the S phase 
of the cell cycle[38].  Cross-talk between effectors involved in 
OIS has also been revealed.  For instance, myc, a gene that is 
involved in oncogenic signaling pathways, is able to induce 
cells to bypass senescence.  Myc can bypass CDK4/6 inhibi-
tion by activating CDK-2-cyclin A/E and by up-regulating the 
CDK-activated phosphatase, cdc25A[39].  Therefore, inhibition 
of the CDKs involved in these epigenetic modifications could 
lead to senescence and may have anti-cancer activity.  CDKs 
can be inhibited by using adenoviral vectors carrying CKIs 
(CDK inhibitors such as p16, p21, p15, and p27)[40].  Further 
studies are needed to determine the potential of this approach 
as an anticancer strategy.  

Secreted proteins in OIS  
A major consequence of oncogene activation is the secretion 
of dozens of proteins, including cytokines and chemokines[41].  
Some of these secreted proteins and their receptors are known 
to be regulators of OIS.  For example, CXCR2 (interleukin-8 
receptor type-B) was identified as an important regulator 
of OIS, which can lead to growth inhibition[42].  In addition, 
Wajapeyee and colleagues[43] performed a genome-wide RNA 
interference screening and found that the secreted protein, 
IGFBP7, plays a central role in BRAFV600E-mediated senes-
cence and apoptosis.  Expression of BRAFV600E in primary 
cells leads to synthesis and secretion of IGFBP7, which acts 
through autocrine/paracrine pathways to inhibit BRAF-
MEK-ERK signaling and to induce senescence and apoptosis.  
Nickoloff and colleagues reported that the tumor-suppressive 
secreted protein, maspin is up-regulated in senescent tumor 
cells.  Maspin expression is also increased in aging skin kera-
tinocytes in vivo.  The upregulation of maspin in senescent 
keratinocytes was found to result in a secreted anti-angiogenic 
activity detectable using an in vitro assay.  However, the pool 
of proteins secreted in response to oncogenes is complex, 
and some components are actually tumor-promoting.  For 
example, it has been reported that the secreted protein Trefoil 
factor 1 (TFF1) allows human prostate epithelial cells to escape 
OIS caused by activation of the Ras oncogene or by reduced 
expression of the tumor suppressor PTEN[44].  Yang and col-
leagues[45] revealed that pre-neoplastic epithelial ovarian cells 
express GRO1 (a cytokine recognized by CXCR2), which is 
secreted in response to signaling by the RAS oncogene and 
has the potential to induce senescence in ovarian fibroblasts 
in vitro.  Furthermore, these senescent ovarian fibroblasts pro-
moted tumor growth when co-injected with pre-neoplastic 
epithelial cells into mice.  Senescent cells also secrete high 
levels of IL-6, IL-8, VEGF, and MMPs, which can stimulate the 
migration and invasion of pre-malignant epithelial cells[46–49].  
These studies indicate that senescent tumor cells have the 
ability to secrete factors that inhibit the growth of their non-
senescent neighbors.  However, senescent tumor cells may 
also secrete factors that promote proliferation of tumor cells 

that reside in their microenvironment.  Recent studies have 
presented the following paradox: while a senescent response 
is generally associated with tumor suppression, some senes-
cent cells can produce a second-wave of secreted proteins that 
facilitate and drive cancer development.  A clear picture of fac-
tors contributing to this paradox will require a deeper under-
standing of how the genes encoding secreted proteins are up-
regulated as a consequence of oncogene activation.  It may be 
possible to selectively inhibit some of the senescence-induced 
secretory proteins (eg, VEGF or MMPs) to abrogate tumor ben-
eficial effects, which could be a strategy to harness the power 
of intrinsic tumor-suppressive mechanisms for improving can-
cer therapies.

Autophagy in OIS  
Autophagy is a crucial cellular process involved in maintain-
ing cellular homeostasis by helping cells cope with metabolic 
stress and limiting oxidative damage.  Defective autophagy 
has been linked to various human diseases including cancer, 
neurodegeneration, and aging.  Interestingly, both autophagic 
flux and expression of regulators of autophagy are increased 
in OIS cells[50], and de-regulation of H-Ras activity can lead to 
caspase-independent cell death with features of autophagy.  
Modulation of key autophagic components such as Ulk3, 
Atg5, or Atg7 has been shown to alter cellular senescence.  
This effect may occur through feedback control of the PI3K-
Akt-mTOR pathway, which acts to limit oncogenic signaling 
and enables cell cycle exit[51].  These studies suggest that the 
pathways involved in autophagy and senescence could be 
functionally linked.  Autophagy has apparently conflicting 
roles in the development and maintenance of cancer.  On the 
one hand, activators of autophagy likely inhibit transforma-
tion and prevent cancer by limiting cellular damage.  On the 
other hand, autophagy plays an important role in the growth 
and survival of pancreatic cancer cells[52].  Although autophagy 
is induced in response to oncogene activation, this cellular 
process can also be induced in response to a variety of other 
stresses such as starvation or hypoxia.  It remains to be deter-
mined whether the autophagy process is the same in response 
to different activators.  Induction of Ulk3 has been shown to be 
sufficient to stimulate autophagy and OIS[53].  The induction of 
Ulk3 by OIS is associated with induction of a set of autophagy-
related genes that is distinct from that induced by starvation 
or hypoxia, indicating that the autophagic response induced 
in OIS might be a distinct form of autophagy that facilitates 
the process of OIS.  Defining what aspects of autophagy are 
required for maintaining the senescent phenotype and for sup-
pressing tumor formation are important questions for future 
investigation.

MicroRNAs in OIS  
MicroRNAs are a class of evolutionarily conserved non-
coding RNAs that regulate the expression of protein-encoding 
genes[54, 55].  In recent years, numerous miRNAs have been 
identified and implicated in human cancer[56–58].  Not surpris-
ingly, miRNAs also play important roles in the regulation of 
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senescence and oncogenesis.  For example, miR-17-92 was 
reported to inhibit oncogenic RAS-induced senescence and 
to promote oncogenesis[59], including evasion of apoptosis[58].  
Overexpression of miR-380 cooperates with active H-RAS 
oncoproteins to transform primary cells, block oncogene-
induced senescence, and form tumors[60].  Using genome-
wide siRNA and miRNA screening, Borgdorff and colleagues 
showed that 28 miRNAs (miR-17-5p, miR-130b, etc) were 
involved in preventing RASG12V-induced senescence in human 
mammary epithelial cells (HMECs)[61].  Similarly, two miR-
NAs (miR-372 and miR-373) have been shown to rescue Ras-
induced senescence in human fibroblasts and have been found 
to be overexpressed in testicular germ cell tumors[62].  Impor-
tantly, these miRNAs have also been linked to cancer develop-
ment.  For example, miR-17-5p is overexpressed in pancreatic 
cancer[63], breast cancer[64], hepatocellular cancer[65], and thyroid 
cancer[66], while miR-130b is overexpressed in gastric cancer[67].  
These observations demonstrate the roles of miRNAs in onco-
genic RAS-induced senescence and apoptosis, and suggest 
that regulation of senescence by miRNAs might be part of a 
universal mechanism of miRNA-mediated growth control. 
Therefore, induction of senescence by miRNA-based therapy 
might be a promising approach for the prevention and treat-
ment of cancer.  Recent therapeutic applications of miRNAs 
include the following two major strategies: 1) For oncogenic 
miRNAs that are overexpressed in tumors and promote cell 
proliferation, the therapeutic approach would be to suppress 
miRNA expression.  This could be accomplished by using anti-
miRNA oligonucleotides, miRNA masking, and small mol-
ecule inhibitors of miRNAs.  2) For tumor-suppressor miRNAs 
(TS-miRNAs), which are often lost in tumors, the therapeutic 
strategy would be to restore expression of TS-miRNAs by 
exogenous transfection of designated miRNA mimics.  Some 
miRNA-based therapeutic molecule delivery methods have 
been developed and applied in clinical trials, including viral 
and non-viral vector systems.

Therapy-induced senescence (TIS), a double-edged 
sword?
As mentioned above, the progression to malignancy involves 
bypassing or inhibiting crucial mediators of cellular senes-
cence.  Nevertheless, this does not mean that malignant cells 
have completely lost their capacity to undergo senescence.  
Given the intrinsic tumor-suppressive potential of senescence, 
investigation of the effectiveness of senescence-inducing 
interventions for the treatment of cancer should be interesting 
and potentially useful.  Therapy-induced senescence (TIS) is 
another form of cellular senescence that has been described 
recently.  Although TIS is caused by genotoxic agents such as 
irradiation and chemotherapeutic drugs, it shares many simi-
larities to OIS (eg, common markers) (Figure 4).  

Induction of senescence in vitro and in vivo by chemotherapy 
A variety of anticancer agents can induce senescence-like mor-
phological changes and SA-β-gal expression in tumor cells.  
These drugs include the topoisomerase I inhibitor camptoth-

ecin[68], the topoisomerase II inhibitor doxorubicin[69], the DNA 
damaging agents cisplatin and doxorubicin[70], γ-irradiation[71], 
and the anti-metabolite cytarabine[72].  These observations sug-
gest that different drugs may activate senescence through dif-
ferent signaling pathways.  DNA damage response pathways 
have been shown to play a critical role in OIS, RS, and TIS.  For 
instance, the DNA methyltransferase inhibitor, 5-azacytidine, 
has been shown to cause senescence in DU145 and LNCaP 
prostate cancer cells within 7 d after treatment[73].  Sirtinol, 
an inhibitor of histone DNA acetylase, induced senescence in 
MCF7 breast and H1299 lung cancer cells after 24 h of expo-
sure to this agent[74].  Recently, the involvement of the c-Jun 
N-terminal kinase p38 (MAPK 14) and the extracellular signal-
regulated kinase (MAPK 1) pathways in TIS have also been 
reported[75, 76].  

TIS has also been observed in vivo.  Two recent reports[77, 78] 
have addressed the pro-senescence efficacy of restoring the 
tumor suppressive function of p53.  Most of the sarcomas, 
lymphomas and liver carcinomas that developed in the 
absence of p53 regressed after p53 restoration.  These reports 
support the idea that drugs that restore p53 function in tumors 
may provide an effective means of using senescence to restrict 
tumor growth.  Several p53-restoring agents are currently 
being developed, such as MI-219 and Tenovin-6.  In addition, 
Alimonti and colleagues reported that the PTEN inhibitor, 
VO-OHpic, induced a novel type of cellular senescence in 
mouse models of prostate cancer[79].  Wouters, BG and col-
leagues reported that tumor cells with altered levels of the 

Figure 4.  TIS, a double-edged sword?  In response to therapeutic inter-
ven tion, cancer cells can rapidly undergo apoptosis or enter TIS.  These 
senescent cells can be cleared by the immune system, which is beneficial 
for the host.  In contrast, some cancer cells in a senescence-like state 
can remain ‘dormant’ or possess a secretory phenotype.  They therefore 
possess a dangerous potential for tumor relapse, which is considered a 
detri mental outcome for the host.
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CDK inhibitor and growth arrest gene CIP1 produced simi-
lar results in clonogenic assays following γ-irradiation but 
appeared to be more radio-sensitive in the absence of p21 in 
vivo.  This suggests that genetic protection from γ-irradiation-
induced growth arrest may result in a higher rate of remis-
sion if apoptosis is still available[80].  Using newly sectioned 
specimens from frozen breast tumors of patients treated with 
the chemotherapeutic agents doxorubicin, 5-fluorouracil and 
cyclophophamide, Poele and colleagues[81] observed SA-β-gal 
staining in tumor cells but not in normal tissue.  They further 
found that SA-β-gal staining in breast cancer was associated 
with low p53 staining and high p16 staining, suggesting that 
chemotherapy-induced senescence is a specific response of 
tumor cells.  In a similar study, 2 out of 3 tumor biopsies from 
patients treated with carboplatin/paclitaxel were positive 
for markers of cellular senescence, whereas no significant 
SA-β-gal activity was found in 3 tumor samples obtained 
from untreated patients[82].  These results suggest that clini-
cal benefits might be achieved by neoadjuvant chemotherapy 
for various cancer entities as the tumor lesions present at the 
time of surgery may not only be largely senescent thus reduc-
ing tumor size, but such therapy could also limit the growth 
potential of the remaining masses.

Escape of tumor cells from TIS  
It is conceivable that some cancer cells in a senescence-like 
state might remain ‘dormant’ or possess tumor stem cell 
characteristics, therefore representing a dangerous potential 
for tumor relapse.  If drug-inducible senescence is indeed of 
clinical importance, then mechanisms that allow tumor cells 
to overcome this terminal arrest might contribute to antican-
cer drug resistance and tumor relapse.  In fact, some in vitro 
experiments have already demonstrated that senescent cells 
can re-enter the mitotic cycle upon acquisition of additional 
senescence-compromising mutations[83–85].  In vivo observa-
tions also suggest that escaping from drug-induced senes-
cence is responsible, at least in part, for treatment failure.  For 
example, Braig and colleagues[86] observed in mice harboring 
drug-induced senescent tumors that loss of genes critical for 
the induction and maintenance of cellular senescence was 
facilitated by a heterozygotic state for the genes in question; 
however, mice heterozygous at those alleles also appeared to 
be particularly prone to overcoming drug-induced arrest.  

Clinical applications of cellular senescence-based therapy: is it a 
parable? 
TIS has several features that may be beneficial for the manage-
ment and treatment of cancer.  First, senescence stimulates 
a persistent terminal growth arrest and senescent cells may 
persist in a stable state even in vivo.  For example, senescent 
melanocytes have been identified in benign nevi that remain 
dormant for years[6].  It has also been reported that a subset of 
senescent prostate cancer cells persisted for at least 6 weeks 
after establishment of xenografts with doxorubicin-induced 
senescent prostate cancer cells[87].  Second, induction of senes-
cence in tumor cells can stimulate an immune response, which 

increases susceptibility to cytotoxicity through lymphokine-
activated killer cells[88].  It has been observed in a mouse 
liver carcinoma model that re-expression of a functional p53 
induced senescence, resulting in tumor regression[89, 90].  This 
response may also be instrumental in the improved survival 
observed in a mouse lymphoma model in which senescence 
was induced by chemotherapy and BCL2[90].  Third, the obser-
vation that senescence can be induced by lower concentrations 
of chemotherapeutic agents suggests another potential benefit 
of TIS for cancer treatment.  Schwarze and colleagues[73] tested 
a range of concentrations of doxorubicin, 5-azacytidine, and 
docetaxel for the ability to induce senescence and found that, 
at lower concentrations, the senescent phenotype was predom-
inant in most prostate cancer cells, whereas higher concentra-
tions led to DNA damage and were associated with apoptosis.  
These studies demonstrated that induction of senescence in 
tumors may be achieved with lower concentrations of thera-
peutic agents, which may help limit drug-related toxic effects.

Cellular senescence is generally considered to be irrevers-
ible in most cases, thus making it an attractive therapeutic 
target for diseases like cancer.  Nevertheless, we must pay 
close attention to the potential problems that might arise from 
senescence-inducing therapies.  The reversibility of senes-
cence, particularly in fibroblasts, cannot yet be ruled out, as 
the factors involved in maintenance of senescence may stop 
being expressed[83, 84].  This possibility remains to be further 
clarified experimentally.  In addition, the occurrence of cellu-
lar senescence may result in resistance to cell death programs 
such as apoptosis, autophagic cell death or necrosis.  For 
example, senescent fibroblasts are resistant to the apoptotic 
effects of serum starvation[91] and hydrogen peroxide[92].  Pro-
apoptotic signaling via ceramide and TNF-α can be blocked 
in the senescent fibroblasts.  However, whether TIS causes 
resistance of cancer cells to apoptosis has not been clearly 
demonstrated.  Additionally, as mentioned above, senescent 
cells have a robust secretory phenotype, which results in the 
production of pro-inflammatory cytokines and chemokines.  
These may also stimulate malignant phenotypes in nearby 
tumor cells[93].  For example, Chang and colleagues[94] found 
that chemotherapeutic agent-induced senescence of HCT116 
cells not only led to up-regulation of growth inhibitors but also 
increased the levels of secreted factors with tumor-promoting 
activity.  Such secreted factors included extracellular matrix 
components, Cyr61 and prosaposin (anti-apoptotic factors), 
transforming growth factor α (TGFα), and several proteases 
that could potentially contribute to metastatic growth.  Coppe 
and colleagues[47] also found that senescent fibroblasts secrete 
pro-inflammatory immune cytokines, including IL-6 and IL-8, 
which have the potential to promote bystander cell prolifera-
tion and may account for the development of some cancers.  
In this regard, it is important to gain a deeper understanding 
of the mechanisms responsible for the clearance of senescent 
tumor cell.  

Conclusions and perspectives
Senescence-inducing agents, when combined with other clas-
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sic therapeutic approaches, may prove to be more effective in 
the treatment of cancer.  Thus, gaining a better understanding 
of the importance and significance of cellular senescence and 
exploring how to modulate this cellular process to treat cancer 
have become areas of extensive research.  The advantages of 
enhancing senescence include terminal growth arrest, low tox-
icity-related side effects, and immune stimulation.  However, 
under certain conditions, acutely-induced senescence has been 
shown to be a reversible program.  Moreover, cellular senes-
cence may contribute to resistance to the cytotoxic effects of 
cancer therapies.  Senescent cells have the potential to promote 
the proliferation of bystander cells and may thus account for 
the development of certain types of cancer.  To make the best 
use of the intrinsic tumor-suppressive potential of cancer cells, 
further studies are needed to determine whether senescence 
is indeed relevant to cancer development and therapeutic 
responses.  Future studies should focus on searching for and 
developing robust senescence-inducing agents, identifying 
more reliable senescence markers, discovering new regulators 
of cellular senescence, and designing new therapeutic strate-
gies that force transformed cancer cells to enter the senescence 
program and promote clearance of these senescent cells.  
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Comparison between cerebral state index and 
bispectral index as measures of electro encephalo
graphic effects of sevoflurane using combined 
sigmoidal Emax model
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Aim: The cerebral state index (CSI) was recently introduced as an electroencephalographic monitor for measuring the depth of anes-
thesia.  We compared the performance of CSI to the bispectral index (BIS) as electroencephalographic measures of sevoflurane effect 
using two combined sigmoidal Emax models. 
Methods: Twenty adult patients scheduled for laparotomy were studied.  After induction of general anesthesia, sevoflurane concentra-
tions were progressively increased and then decreased over 70 min.  An analysis of the BIS and CSI with the sevoflurane effect-site 
concentration was conducted using two combined sigmoidal Emax models.
Results: The BIS and CSI decreased over the initial concentration range of sevoflurane and then reached a plateau in most patients.  
A further increase in sevoflurane concentration produced a secondary plateau in the pharmacodynamic response.  The CSI was more 
strongly correlated with effect-site sevoflurane concentration (R2=0.95±0.04) than the BIS was (R2=0.87±0.07) (P<0.05).  The indi-
vidual Emax and Ceff50 (effect-site concentration associated with 50% decrease from baseline to plateau) values for the upper and lower 
plateaus were significantly greater for BIS (12.7±7.3, 1.6±0.4, and 4.2±0.5, respectively) than for CSI (3.4±2.2, 1.2±0.4, and 3.8±0.5, 
respectively) (P<0.05).  The remaining pharmacodynamic parameters for the BIS and CSI were similar.
Conclusion: The overall performance of the BIS and CSI during sevoflurane anesthesia was similar despite major differences in their 
algorithms.  However, the CSI was more consistent and more sensitive to changes in sevoflurane concentration, whereas the measured 
BIS seemed to respond faster.  The newly developed combined Emax model adequately described the clinical data, including the phar-
macodynamic plateau.

Keywords: general anesthesia; bispectral index; cerebral state index; electroencephalogram; pharmacodynamic modeling; sevoflurane 
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Introduction
The electroencephalogram (EEG) is commonly used to mea-
sure an anesthetic drug’s effect on the central nervous system.  
Several processed EEG monitors have been developed to 
extract and process the information because it is challenging to 
analyze the real-time, raw electroencephalographic signal dur-
ing anesthesia.  The most extensively validated device used 
for this purpose is the bispectral index (BIS) monitor (Aspect 
Medical System, Newton, MA, USA).  The cerebral state index 
(CSI), which is obtained by a cerebral state monitor (CSMTM 

Danmeter, Odense, Denmark), was recently introduced as a 
measure of the hypnotic component of anesthesia, and its use-
fulness has been previously evaluated[1–7].  However, there are 
no reports regarding the dose-response relationship between 
sevoflurane concentration and its effect in adults measured 
with CSI.

The administration of inhalational anesthetic drugs pro-
duces dose-response changes on EEG devices.  When increas-
ing or decreasing the anesthetic depth level, delays between 
the end-tidal concentration and the effect-site concentration 
occur.  Pharmacokinetic-pharmacodynamic modeling can 
quantify these delays by incorporating the plasma-effect site 
equilibration rate constant (Ke0)[8].  A classical sigmoidal Emax 
model has been commonly used to describe the dose-response 
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relationship between anesthetic drugs and electroencephalo-
graphic data because of the advantage of its high flexibility.  
However, as anesthetic doses increase, two pronounced phar-
macodynamic plateaus appear in the dose-response curves of 
the processed EEG devices[9–11].  These biphasic dose-response 
curves suggest that the classical sigmoidal Emax model cannot 
reflect these data, and thus a new pharmacodynamic model 
needs to be developed.

The aim of this study is to quantify and compare the phar-
macodynamic profile of sevoflurane’s effect measured with 
the CSI and the BIS using a new model that combines two sig-
moidal Emax models.   

Materials and methods
Patients and anesthesia
After obtaining approval of the Institutional Review Board, 
informed written consent was obtained from all patients.  
Twenty patients (8 men and 12 women), American Society 
of Anesthesiologists physical status I, ages 30 to 65 years old, 
were prospectively studied.  All patients were scheduled for 
open subtotal gastrectomy under general anesthesia and did 
not receive any premedication.  The patients’ exclusion crite-
ria were preoperative use of medication acting on the central 
nervous system or of opioids, excessive weight, a history of 
cardiac, pulmonary, hepatic, renal, or cerebrovascular disease, 
and use of any premedication.  All subjects were fasted for at 
least 8 h before anesthesia. 

After arrival at the operating room, standard monitors (ie, 
electrocardiogram, oxygen saturation, intermittent non-inva-
sive blood pressure, and gas analysis) were applied.  The EEG 
was continuously recorded using the BIS and the CSI moni-
tor simultaneously for all patients.  For the BIS electrodes, the 
skin of the forehead was prepared with alcohol swabbing, and 
monitoring electrodes were positioned as recommended by 
the manufacturer.  We placed the BIS sensor with electrode 1 
at the center of the forehead, approximately 5 cm above the 
nose, electrode 2 lateral to electrode 1, electrode 3 on temple 
between the corner of the eye and hairline, and electrode 4 
right above the eyebrow.  For the CSI electrodes, the skin of 
the forehead and mastoid process were firmly rubbed with 
abrasive paper, and one drop of sodium chloride was applied 
to the skin before placing the electrodes.  One CSI electrode 
was placed at the midline of the forehead, one more later-
ally on the forehead, and one on the mastoid process behind 
the ear.  After an initial control for electrode impedance, the 
monitor calculated its index from the raw EEG signals.  Both 
monitors provided numerical indices from 0 to 100.  Anesthe-
sia was induced with 1.5 mg/kg propofol with a remifentanil 
infusion at 0.2 μg/kg per min.  Rocuronium 0.6 mg/kg was 
administered to facilitate orotracheal intubation.  Anesthesia 
was maintained with sevoflurane and remifentanil infusion 
at 0.2 μg/kg per min.  Complete neuromuscular block was 
achieved by repeated injection of 0.2 mg/kg rocuronium and 
monitored by using neuromuscular monitoring, ie, train-of-
four.  The tidal volume was set at 8 mL/kg, and the respira-

tory rate was adjusted to maintain an end-tidal carbon dioxide 
partial pressure of 35–40 mmHg.  The oral temperature was 
monitored continuously and was maintained at normothermia 
(36.0–36.5 °C) by using a warm blanket.  

Study measurements
To rule out a residual propofol effect and to ensure a condition 
of constant surgical stimulation, the study measurements were 
performed during the opening of the peritoneum, a minimum 
of 45 min after the induction of anesthesia.  The sevoflurane 
agent was administered using a sevoflurane vaporizer, and 
the sevoflurane was added to the inspired gas mixture.  The 
end-tidal sevoflurane concentrations (ie, expired sevoflurane 
concentrations) were continuously measured with a Capno-
mac anesthetic gas analyzer (Datex, Copenhagen, Denmark) 
by sampling gas from the circuit.  Sampling was performed 
as close to the patient as possible to minimize the effects of 
circuit dead space.  It was assumed that the end-tidal sevo-
flurane concentration reflected its plasma concentration.  The 
fresh gas flow was set at 6 L/min (4 L/min air and 2 L/min 
O2).  To obtain concentration-response curves, the sevoflurane 
end-tidal concentrations were steadily increased and then 
decreased according to the following paradigm: starting at 
an end-tidal sevoflurane concentration of 1%, the sevoflurane 
vaporizer was increased stepwise by 0.5% every 2.5 min up 
to a maximum value of 8.0%.  Subsequently, the sevoflu-
rane vapor setting was decreased stepwise by 0.5% every 2.5 
min again, until the end-tidal sevoflurane concentration had 
decreased to 1.0%, or a BIS value of 60 had been reached.  The 
BIS and CSI values were recorded simultaneously during 
the study period as the sevoflurane end-tidal concentration 
changed.  If necessary, phenylephrine was intermittently given 
for hemodynamic stability.  After the final suture was placed, 
sevoflurane was discontinued, and the patients were allowed 
to awaken from anesthesia.  All patients were examined for 
unintended wakefulness by an interview on postoperative d 1.

Pharmacodynamic model 
Using a program called NONMEM VI, we modeled a relation-
ship between the end-tidal concentrations of sevoflurane as 
an independent parameter and the BIS and CSI as dependent 
parameters.  The model parameters were estimated by maxi-
mizing the likelihood between the measured and the predicted 
EEG parameters. To eliminate hysteresis between the end-
tidal concentrations of sevoflurane and BIS and CSI values, 
an effect-site compartment was introduced into the model. 
Sevoflurane effect-site concentrations were obtained by simul-
taneous pharmacokinetic and pharmacodynamic modeling[8].  
The effect site was assumed to be linked to the plasma com-
partment by a traditional first-order process, and the effect-site 
concentrations over time were calculated as the convolutions 
of the predicted plasma concentrations over time, with the 
disposition function of the effect site.  The convolution was 
based on a “connect the dots” approach, previously used by 
Schnider et al[12].  The sevoflurane effect-site concentration was 
estimated using a differential equation as follows:
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dCeff/dt=(Cet–Ceff)×ke0

where Cet was the end-tidal concentration, Ceff was the effect-
site concentration of sevoflurane, and ke0 was the first-order 
rate constant determining the equilibration between the two.  
The ke0 was estimated by minimizing the area of the hysteresis 
loop of either EEG index’s data versus the effect-site concentra-
tion.  One individual ke0 value was calculated for each patient 
on the basis of his or her particular inhalation anesthetic ramp.  

Because of the bimodal shape of the concentration versus 
effect curves for all study subjects, the relationship between 
Ceff and the electroencephalographic effect E (BIS or CSI) was 
modeled using two combined sigmoid Emax models (E1 and E2):

E1=E01+(Emax1–E01)×Ceff
λ1/(Ceff501

λ1+Ceff
λ1)

E2=E02+(Emax2–E02)×Ceff
λ2/(Ceff502

λ2+Ceff
λ2)

E=E1+E2

The combined sigmoidal curve was made up of total sum of 
two separate Emax curves, indicated by E1 and E2.  Both sigmoi-
dal curves had their own parameters for E1 and E2.  The effect 
(E) was the measured BIS and CSI value, E01 and E02 were the 
baseline values, Emax1 and Emax2 were the maximum values, 
λ1 and λ2 were the steepnesses of the concentration-response 
relation curves for E1 and E2, respectively, and Ceff was the 
calculated effect-site concentration of sevoflurane. Ceff501 and 
Ceff502 were the effect-site concentrations associated with a 50% 
decrease from E01 and E02 to Emax1 and Emax2, respectively.  E1 
was expected to represent the EEG effect of sevoflurane con-
centrations from the baseline value to the first plateau value, 
as E2 was constant in that period.  E2 was expected to represent 
the EEG effect of sevoflurane from the first plateau value to 
the maximum value when E1 was constant.  

The interindividual variability for E1 and E2 was assumed to 
have a log-normal distribution.  The interindividual variabili-
ties in E01, E02, Emax2, Ceff501, Ceff502, and ke0 were modeled using an 
exponential error model.  Residual intraindividual variability 
was modeled using an additive error model.  The FOCE with 
INTERACTION estimation method was used for analysis. 

Covariate analysis
In our modeling approach, the base population model was 
first developed, which did not include any covariates.  The 
effects of age, weight, height, and sex were then explored.  
The Bayesian estimates of the individual pharmacodynamic 
parameters were plotted against the covariates.  Covariates 
were added one at a time and were kept in the model if they 
improved the goodness of the fit, judged by a reduction in the 
log likelihood ratio greater than 4 for each added degree of 
freedom, with P<0.05. 

Statistical analysis
Minimizing the squared error between the measured and the 
predicted concentration necessarily maximizes the coefficient 
of determination (R2), which can be considered as an objection 
function:

R2=1–SSE/SST=1–Σ(yi–ŷi)2/Σ(yi–ÿi)2

The sum of squared errors (SSE) represents the sum of squares 
of the differences between the observed measurement, yi, for 
a given time and the corresponding model prediction, ŷi.  The 
total sum of squares (SST) indicates the sum of squares of 
the differences between each actual measurement, yi, and the 
average of all measurements, ÿi.  The R2  values and pharmaco-
dynamic parameters were compared between the two indices 
using Student’s t test or the Wilcoxon test where appropriate.  
All tests were two-tailed, with statistical significance defined 
as P<0.05.  Data are presented as mean and standard deviation 
(SD).  Statistical analysis was performed using Sigma Stat 2.03 
and Sigma Plot 2000 (SPSS Inc, Erkrath, Germany) and SPSS 
(version 12) computer software.  

Results
Twenty patients, 8 men and 12 women, age 52±9 years old, 
weight 60±8 kg, and height 166±8 cm, were enrolled in this 
study.  There were no problems with the skin adherence of the 
electrodes.  The systolic blood pressure was maintained above 
90 mmHg during the study period in all patients.  No patients 
reported postoperative recall of intraoperative awareness.  The 
mean duration of the measurements was 59.2±8.4 min.  The 
end-tidal sevoflurane concentration ranged from 0.96%±0.15% 
to 5.30%±0.46%. 

Figure 1 shows the observed value and predicted value of 
the CSI vs time (A) and the effect-site sevoflurane concentra-
tion (B) from one patient.  Figure 2 shows the time course of 
the measured BIS (A) and CSI (B) obtained from all patients 
in the study.  The hysteresis loop between the BIS, CSI, and 
end-tidal sevoflurane concentration is illustrated in Figure 
3.  Decreased BIS and CSI values adequately reflected the 
increase in the sevoflurane effect-site concentrations, and sevo-
flurane revealed a pronounced plateau, leading to a biphasic 
dose-response curve in most cases of the BIS and CSI (Figure 
4A and 4C).  In one patient who was included in our results, 
an unexpectedly prolonged paradoxical BIS elevation was 
observed when the effect-site concentration of sevoflurane was 
high (>3.5%), but the CSI values were similar to those of the 
population group.  The observed values and individually pre-
dicted values of the BIS and CSI against the calculated effect-
site sevoflurane concentration are shown, and a combined 
sigmoidal Emax model was fitted to the data from all patients 
(Figure 4).  The goodness of the model’s fit was analyzed by 
the relationship between the observed values and the indi-
vidually predicted values, and a smaller scatter was observed 
for the CSI than for the BIS (Figure 5).  The correlation of the 
CSI to the effect-site sevoflurane concentration (R2=0.95±0.04) 
was significantly better than that of the BIS to the effect-site 
sevoflurane concentration (R2=0.87±0.07) (P<0.05). 

The pharmacodynamic parameters are displayed in Table 1.  
The Emax1 value was fixed at 0 in our study because E02 can rep-
resent a part of a pharmacodynamic plateau, and a more stable 
model can be produced without overparametrization.  The Ke0 
value of the individual fits derived from the BIS was 0.36±0.48 
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min-1, and that from the CSI was 0.22±0.16 min-1 (P>0.05).  Both 
the Ceff501 and Ceff502 values of the BIS were greater than those 
of the CSI (P<0.05).  The individual Emax2 value for the CSI 
(3.4±2.2) was significantly lower than that for the BIS (12.7±7.3)
(P<0.05).  The intraindividual variabilities (residual error σ) 
for the BIS and CSI were 5.7 and 4.3, respectively.  During the 
covariate model selection, none were found to be significant 
for improving the model’s fit to the data. 

Discussion
This study demonstrated that the CSI has only minor differ-
ences in dose-response relations, compared with the BIS, as a 
measure of the electroencephalographic effects of sevoflurane, 
despite major differences in their algorithms.  The overall BIS 
and CSI progressively decreased with the increasing sevo-
flurane concentration, but the prominent pharmacodynamic 
plateau was observed in most cases, necessitating the use of 
this new Emax model.  The newly developed combined sigmoi-
dal Emax model adequately described the pharmacodynamic 
parameters in the processed EEG data, including the pharma-
codynamic plateau.

The CSI uses an algorithm different from that used for the 
BIS, which has four subparameters derived from the time 
domain analysis (burst-ratio) and frequency domain analysis 
(α-ratio, β-ratio, and β-ratio-α-ratio) of the EEG.  Some com-
parative studies between the BIS and CSI have shown similar 

Table 1.  Comparison of pharmacokinetic and pharmacodynamic 
parameters between BIS and CSI.    

                                                        Bispectral index               Cerebral state
                                                                 (BIS)                            index (CSI)  
 
 Ke0 (min-1) 0.36±0.48 0.22±0.16
 E01 20.6±3.7 21.1±7.7
 Ceff501   1.6±0.4b   1.2±0.4
 λ1       8.2       5.7
 E02 38.7±3.3 40.6±1.8
 Emax2 12.7±7.3b   3.4±2.2
 Ceff502   4.2±0.5b   3.8±0.5
 λ2     30.0     26.5
 MDPE (%)/MDAPE (%) -1.13/8.05 -0.87/6.53

Data are presented as mean±SD. E1 and E2=the electroencephalographic 
effect at sevoflurane concentrations from start point to plateau point and 
from plateau point to the maximal point; Ke0= first-order rate constant 
determining the efflux from the effect-site; E01 and E02=the baseline 
value for E1 and E2; λ1 and λ2=the steepness of the concentration-
response relation curve for E1 and E2; Ceff501 and Ceff502=the effect-site 
concentration associated with 50% decrease from E01 to 0 and from E02 
to Emax2; Emax2=the maximum value for E2; MDPE=median prediction error; 
MDAPE=median absolute prediction error. bP<0.05 for BIS vs CSI. Emax1=0.

Figure 1.  Observed value and predicted value of CSI vs time (A) and 
effect-site sevoflurane concentration (B) from one patient.  The individual 
prediction value (E) is the sum of the two sigmoidal Emax models (E1 and 
E2).  E1 represents the effect of sevoflurane concentrations from the 
baseline value to plateau value, while E2 remains constant.  E2 represents 
the effect at sevoflurane concentrations from the plateau value to the 
maximal value while E1 remains constant.

Figure 2.  Time course 
of the measured BIS (A) 
and CSI (B) obtained 
from each patient.  
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Figure 3.  Relationship between the individually measured BIS and CSI values vs the measured sevoflurane end-tidal concentrations.  The hysteresis in 
the relationship is shown in both plots. 

Figure 4.  Observed BIS values (A) and individually predicted values (B) for all patients vs the calculated sevoflurane effect-site con cen trations. Observed 
CSI values (C) and individually predicted values (D) for all patients vs the calculated sevoflurane effect-site con cen trations. 

Figure 5.  Relationship between the observed and individually predicted values of the BIS (A) and CSI (B).  The solid line represents the line of identity. 
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values with both monitors during administration of propofol 
and inhalational agents[1–3, 5–7].  However, our study is the first 
clinical investigation of pharmacodynamic modeling using the 
CSI for adult patients.  Pharmacokinetic-pharmacodynamic 
modeling is required before using new EEG devices as tools to 
guide anesthetic administration and to quantify the drug con-
centration versus the effect relationship[13].  This approach can 
quantify the relationship between the effect-site concentration 
and measured effect with these monitors, as well as the speed 
of onset and offset of the anesthetic’s action.  

When using a processed parameter from the EEG, the larger 
the ke0 estimated value is, the faster the on and offset times 
for the response measured with the monitor are.  The ke0 in 
this study represents not only sevoflurane’s end-tidal to brain 
equilibration time, but also the time delay of the index used to 
measure the sevoflurane effect[2].  The ke0 was faster with the 
BIS than with the CSI, although the two values were not sta-
tistically different. Our results were similar to those reported 
in children whose Ke0 value in the BIS was also greater than in 
the CSI, although the actual Ke0 values of children are larger 
than those of adults[2, 14].  Our mean individual Ke0 value for 
the BIS was 0.36 min-1, which is comparable to previously 
reported range (0.22–0.48 min-1)[15–18].  While it was expected 
that the administration of additional remifentanil might lead 
to an increase in ke0

[17], the infusion dose of remifentanil did 
not seem to have much influence on the ke0 value.  The BIS 
has higher interindividual variability in the coefficients of 
variation of the Emax2 than the CSI.  This finding suggests that 
the BIS may be a less consistent indicator for deep levels of 
anesthetic than the CSI.  Both Ceff501 and Ceff502 values of the BIS 
are greater than those of the CSI, meaning that the CSI shows 
higher sensitivity to changes in sevoflurane concentrations in 
the periods before and after the pharmacodynamic plateau. 

Patient covariates may have some influence on the dynamic 
profile of sevoflurane’s effect, although this influence has not 
been previously investigated.  The Ceff50 and ke0 were expected 
to decrease with increasing age because age reduces the 
requirements of sevoflurane and increases the blood-brain 
equilibration times[14].  However, in our population, the covari-
ate of age did not improve the goodness of fit.  Thus, a study 
population with a broader age distribution would be required 
to clarify whether the pharmacodynamic parameters are 
dependent on age.

We chose the R2 value as an indicator of the relationship 
between the EEG signal and sevoflurane concentration.  The 
R2 value of the CSI, with values approaching 1, suggests that 
the changes in electroencephalographic effect can be entirely 
explained by changes in anesthetic concentration at its postu-
lated effect site.  The R2 value of the BIS of 0.87 is likely influ-
enced by an unexpected case, which greatly deviated from the 
mean population group but was not excluded.  

The pharmacodynamic plateau appears at the time of tran-
sition to burst suppression on the BIS monitor[19].  At the first 
attempt, the minimization of NONMEM was not successful 
for either the BIS data or CSI data using the classical sigmoidal 
Emax model, which could not adequately quantify the dose-

response relationship (data not shown).  Some studies have 
explained the EEG data showing a pharmacodynamic plateau 
with Emax models that are divided into two periods, before 
and after the onset of burst suppression[9, 10].  The pharmaco-
dynamic plateau appeared when the BIS value was approxi-
mately 40 during sevoflurane anesthesia[10].  Our model may 
represent the pharmacodynamic plateau with the E02 value, 
as it was designed with the Emax1 value fixed at 0.  The mean 
individual predictive E02 value of 38.7 for the BIS, close to 40 as 
shown in other studies, suggests that the transition point into 
burst suppression can be properly described with our model.  
The pharmacodynamic plateau in the BIS may be more promi-
nent with anesthetics when the duration of one sequence for 
increasing or decreasing concentrations of the anesthetic agent 
is short, which is more clinically applicable[9–11]. 

Limitations of our study include that the λ1 and Ceff501 of the 
BIS and CSI are likely to be different from data collected on 
induction or data including low sevoflurane concentrations, as 
our experiment precluded the use of less than 1% sevoflurane 
end-tidal concentrations.  The Ceff501 and λ1 may correspond to 
the Ceff50 and λ in data that exclude the burst suppression or 
deep anesthetic condition.  The Ceff501 and λ1 of the BIS in our 
study were somewhat greater than the Ceff50 and λ in previ-
ously published research[16, 18].  However, our results may be 
more common from a clinical point of view. 

In conclusion, the overall performance of both monitors 
during sevoflurane anesthesia was similar, despite major 
differences in their algorithms.  However, the CSI was more 
consistent and more sensitive to changes in sevoflurane con-
centration, whereas the measured BIS seemed to respond 
more quickly.  The newly developed combined sigmoidal Emax 
model adequately described the pharmacodynamic param-
eters in the processed EEG data, including the pharmacody-
namic plateau.  This model could be further investigated for 
pharmacodynamic data, including the burst suppression pla-
teau.
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Pharmacological mechanisms underlying the 
antinociceptive and tolerance effects of the 
6,14-bridged oripavine compound 030418
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Aim: To investigate possible pharmacological mechanisms underlying the antinociceptive effect of and tolerance to N-methyl-7α-[(R)-1-
hydroxy-1-methyl-3-(thien-3-yl)-propyl]-6,14-endo-ethanotetrahydronororipavine (030418), a derivative of thienorphine.
Methods: The binding affinity and efficacy of 030418 were determined using receptor binding and guanosine 5′-O-(3-[35S]thio)triphos-
phate ([35S]GTPγS) assays in CHO-μ, CHO-κ, CHO-δ, and CHO-ORL1 cell membranes.  The analgesic activity of and tolerance to 030418 
were evaluated in thermal nociceptive tests in mice.  The effects of 030418 on opioid receptors were further investigated using in vivo 
pharmacological antagonist blockade and in vitro tissue preparations. 
Results: The compound 030418 displayed high binding affinity to all subtypes of opioid receptors with Ki values in the nanomolar 
range.  In [35S]GTPγS binding assay, the maximal stimulation of 030418 to μ-, κ-, δ-receptors and the ORL1 receptor was 89%, 86%, 
67% and 91%, respectively.  In hot-plate test, the antinociceptive effect of 030418 was more potent and longer than morphine.  The 
nonselective opioid receptor antagonist naloxone could completely block 030418-induced antinociception, while both the μ-opioid 
receptor antagonist β-FNA and the κ-opioid receptor antagonist nor-BNI attenuated 030418-induced antinociception.  In contrast, the 
ORL1 receptor antagonist J-113397 enhanced the antinociceptive effect of 030418.  Additionally, chronic treatment with 030418 
resulted in a dramatic development of tolerance that could not be effectively prevented by J-113397.  In guinea pig ileum preparation, 
the existing action of 030418 could be removed with difficulty after prolonged washing. 
Conclusion: The compound 030418 is a novel agonist of opioid receptors with high efficiency, long-lasting effect and liability to toler-
ance, which may be closely correlated with the methyl group at the N17 position and the high hydrophobicity of the C7-thiophene group 
in its chemical structure.
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Acta Pharmacologica Sinica (2011) 32: 1215–1224; doi: 10.1038/aps.2011.83; published online 22 Aug 2011

Original Article

Introduction
Although opioid-derived alkaloids, particularly morphine, 
are the standard analgesic drugs of choice in the treatment 
of moderate to severe pain, these compounds cause various 
adverse reactions[1, 2].  This observation implies that develop-
ing other analgesic drugs that exhibit high potency and fewer 
side effects as alternatives to morphine is still a challenge that 
remains for pharmacologists and medicinal chemists[3].  The 
6,14-bridged oripavines, which were originally derived from 
the Diels-Alder adducts of thebaine in the 1960s by Bentley 
and Hardy[4, 5], have been studied extensively to yield a rich 
source of resultant high-affinity opioid ligands[6].  Among 

these ligands, a number of important opioid drugs have 
emerged, such as etorphine/dihydroetorphine, diprenorphine, 
and particularly buprenorphine.  In fact, buprenorphine is still 
used as an analgesic and is an effective alternative to metha-
done in the treatment of opiate dependence[7–10].

Many compounds obtained from the structural modification 
of buprenorphine have also been extensively developed[6, 11, 12].  
Inspired by these reports, N-cyclopropylmethyl-7α-[(R)-1-
hydroxy-1-methyl-3-(thien-3-yl)-propyl]-6,14-endo-ethano-
tetrahydronororipavine (thienorphine, Figure 1) was synthe-
sized in our institute[13].  Previous studies have found that 
thienorphine has a higher potency, longer duration of action, 
and better oral bioavailability than buprenorphine[14, 15].  There-
fore, thienorphine has a pharmacological profile that indicates 
its use as a potential treatment for opiate abuse.  However, 
thienorphine has been demonstrated to be a partial κ-opioid 
receptor agonist with low efficacy at the µ-opioid receptor[16], 
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which might cause poor compliance in addicts.
To obtain more highly efficacious compounds, a series of 

thienorphine derivatives that possess a thiophene group at 
the C7 position have been further synthesized and assessed[17].  
In primary animal experiments, one of these derivatives, 
N-methyl-7α-[(R)-1-hydroxy-1-methyl-3-(thien-3-yl)-propyl]-
6,14-endo-ethanotetrahydronororipavine (030418, Figure 1), 
seemed to show powerful antinociceptive effects.  In addition, 
030418 exhibited a very low dependence liability in naloxone 
precipitated withdrawal, conditioned place preference in mice 
and a self-administration model in rats (unpublished data).  
Although 6,14-bridged oripavines that possess the complex 
substituents at the C7 position have been previously reported 
to have high binding affinities for opioid receptors[18, 19], the 
pharmacological mechanisms of 030418, which also belongs to 
the 6,14-bridged oripavine compounds, have not been stud-
ied.  The present study systematically examined the binding 
affinity, stimulating potency, and efficacy of 030418 to the µ-, 
κ-, δ-opioid receptors and the opioid receptor-like 1 receptor 
(ORL1 receptor) using receptor binding and a [35S]GTPγS assay 
in Chinese hamster ovary (CHO) cell membrane homogenates.  
In addition, the antinociceptive effects of and tolerance to 
030418 and the gold standard morphine were comparatively 
evaluated in thermal stimuli-induced nociceptive tests in mice.  
The pharmacological properties of 030418 on opioid recep-
tors were further investigated using in vivo pharmacological 
blockade of opioid receptor antagonists and in vitro guinea pig 
ileum preparations.  These investigations illustrate the phar-
macological properties and mechanisms of the antinociceptive 
effect of and tolerance to 030418.

Materials and methods
Materials
Compounds including 030418 hydrochloride (purity ≥99%) 
and thienorphine hydrochloride were synthesized at our insti-
tute.  Morphine hydrochloride, dihydroetorphine hydrochlo-
ride, and buprenorphine hydrochloride were purchased from 
Qinghai Pharmaceutical Factory (Xining, China).  DAMGO, 
(±)U50488, SNC80, N/OFQ, naloxone, nor-BNI, and GDP 
were purchased from Sigma Chemical Co (St Louis, MO, 
USA), while J-113397 and β-FNA were purchased from Tocris 
Bioscience (Bristol, UK).  [3H]diprenorphine (1.85 TBq/mmol) 
and [35S]GTPγS (46.25 TBq/mmol) were obtained from Perki-
nElmer Inc (Boston, MA, USA), and [3H]nociceptin/OFQ (5.70 
TBq/mmol) was obtained from Amersham Corp (Bucking-
hamshire, UK).  GTPγS was purchased from Biolog Life Sci-

ence Institute (Bremen, Germany).  F12 medium, fetal bovine 
serum, and G418 were obtained from Gibco (Grand Island, 
NY, USA) and GF/C filters from Whatman (Maidstone, UK).

Animals
Male and female Kunming mice (18–22 g, 7 weeks of age) 
and male Hartley guinea pigs (350–400 g, 3 months of age) 
were supplied by the Beijing Animal Center and maintained 
on a 12-h light/dark cycle (lights on between 7:00 AM and 
7:00 PM).  Animals were allowed access to food and water 
ad libitum.  All experimental procedures were conducted in 
accordance with the guidelines for the Use of experimental 
Animals and were approved by the local ethical committee 
and the Institutional Review Committee on Animal Care and 
Use.

CHO cell line and membrane preparation
CHO cells stably expressing the rat µ-, human κ-, and human 
δ-opioid receptors and the human ORL1 receptor have previ-
ously been established in our laboratory.  These cells were 
cultured in F12 medium supplemented with 100 units/mL 
penicillin, 100 µg/mL streptomycin, 200 µg/mL geneticin 
(G418), and 10% fetal bovine serum at 37 °C in a humidified 
atmosphere consisting of 95% air and 5% CO2.  Cell mem-
branes were prepared using a modified procedure of Zhu et 
al[20].  Briefly, the cells were harvested and centrifuged at 500×g 
for 5 min and the cell pellet was then suspended in Lysis buf-
fer (5 mmol/L Tris, 5 mmol/L EDTA, 5 mmol/L EGTA, and 
0.1 mmol/L phenylmethylsulfonyl fluoride, pH 7.4).  The cells 
were passed through a 29-gauge 3/8 syringe needle five times 
and then centrifuged.  The pellet was resuspended in Tris-HCl 
buffer (50 mmol/L Tris, pH 7.4) and centrifuged again, where-
upon this process was repeated.  Subsequently, the membrane 
pellet was resuspended in Tris-HCl buffer (50 mmol/L Tris, 
pH 7.4).  The protein concentration was determined using the 
Bradford method[21] with bovine serum albumin as the stan-
dard.  All the above procedures were performed at 4 °C.

Receptor binding assay
Competitive inhibition of [3H]diprenorphine (1 nmol/L) bind-
ing to the µ-, κ-, and δ-opioid receptors or [3H]nociceptin/OFQ 
(0.5 nmol/L) binding to the ORL1 receptor was performed in 
the absence or presence of various concentrations of 030418 
or thienorphine.  Binding was carried out in 50 mmol/L 
Tris-HCl buffer (pH 7.4) at 37 °C for 30 min in duplicate in a 
final volume of 0.5 mL with 20–40 µg of membrane protein.  

Figure 1.  Chemical structures of the 6,14-bridged oripavine compounds 030418, thienorphine, and dihydroetorphine.
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Naloxone (5 µmol/L) and N/OFQ (5 µmol/L) were used to 
define nonspecific binding.  Subsequently, bound and free 
[3H]diprenorphine or [3H]nociceptin/OFQ were separated by 
filtration under reduced pressure with GF/C filters presoaked 
with 0.2% polyethyleneimine.  The radioactivity on the filters 
was determined by liquid scintillation counting (LS6500, Beck-
men Inc, USA).  Each experiment was performed in duplicate 
and repeated at least three times.  The competitive binding 
data were fitted to sigmoidal curves for the determination of 
IC50 values.  The Ki values of each drug were derived from 
the IC50 values using the following equation: Ki=IC50/[1+[3H]
ligand/Kd].  Based on our previous experiments, the Kd values 
of [3H]diprenorphine to the µ-, κ-, and δ-opioid receptors and 
[3H]nociceptin/OFQ to the ORL1 receptor were 0.56 nmol/L, 
0.55 nmol/L, 0.46 nmol/L, and 0.29 nmol/L, respectively.

[35S]GTPγS binding assay
Membrane protein (15–50 µg) was incubated with different 
concentrations of 030418, thienorphine, or dihydroetorphine 
(10-13 to 10-5 mol/L) in buffer A (100 mmol/L Tris, 100 mmol/L 
NaCl, and 5 mmol/L MgCl2, pH 7.4) containing [35S]GTPγS 
(200 pmol/L) and GDP (20–40 µmol/L) in a total volume of 
0.5 mL at 30 °C for 60 min.  Nonspecific binding was defined 
by incubation in the presence of 20 µmol/L GTPγS.  Bound 
and free [35S]GTPγS was separated by filtration with GF/C 
filters under reduced pressure and rinsed three times with ice-
cold buffer B (50 mmol/L Tris-HCl, 50 mmol/L NaCl, and 5 
mmol/L MgCl2, pH 7.4).  The radioactivity on the filters was 
determined by liquid scintillation counting.  The maximal 
stimulation of each of the selective agonists DAMGO (µ), 
(±)U50488 (κ), SNC80 (δ), and N/OFQ (ORL1) was defined 
as the 100% effect in this experiment.  Each experiment was 
performed in duplicate and repeated at least three times.  The 
concentration-response data were fitted to sigmoidal curves 
for the determination of eC50 values and the maximal effects 
(Emax).

Tail-flick test
The mouse tail-flick test was adapted for measuring the 
latency of the tail-flick response[22].  Mice were gently held 
by hand with their tail positioned in an apparatus (Tail-flick 
Analgesia Meter, Columbia instruments, OH, USA) for radi-
ant heat stimulation on the surface of the tail.  The intensity of 
the heat stimulus was adjusted so that the animal flicked its 
tail after 3 to 5 s for a baseline reading.  The inhibition of the 
tail-flick response was expressed as a percentage of maximal 
possible effect (%MPE), which was calculated as %MPE=[(T1–
T0)/(T2–T0)]×100%, where T0 and T1 were the tail-flick latencies 
before and after the treatments, respectively, and T2 was the 
cut-off time, which was set at 10 s to avoid injury of the tail.

Hot-plate test
The mouse hot-plate test, as previously reported[23], was used 
to assess the antinociceptive effects of the compounds.  Female 
mice were individually placed on the surface of a hot plate 
(Hugo Sachs Elektronik-Harvard Apparatus GmbH, March-

Hugstetten, Germany) maintained at 55±0.5 °C.  The latency 
time for hind-paw licking was recorded as the nociceptive 
response.  Mice with a baseline latency shorter than 5 s or 
longer than 30 s were eliminated.  The antinociceptive data 
are also presented as %MPE calculated using the equation 
%MPE=[(T1–T0)/(T2–T0)]×100%, where T0 and T1 were the 
latency times of hind-paw licking before and after treatment, 
respectively, and T2 was the cutoff time, which was set at 60 s 
to avoid injury of the animal’s paw.

Dosage regimen and injection procedure in thermal nociception
To establish the dose-response curves in acute thermal nocice-
ption tests, mice (n=8–10 per group) received sc injections of 
030418 alone (1.6–4.0 µg/kg for the tail-flick and 1.4–5.7 µg/kg 
for the hot-plate test).  To compare the effects of 030418 with 
those of other opioid drugs, morphine (0.7–9.9 mg/kg sc for 
tail-flick and 1.3–10.0 mg/kg sc for hot-plate) and dihydroetor-
phine (0.25–0.9 µg/kg sc for tail-flick and 1.3–2.9 µg/kg sc for 
hot-plate) dose-response curves for thermal antinociception 
were determined using parameters similar to those described 
above.  The animals were tested for response latency 30 min 
after administration of 030418, morphine, or dihydroetor-
phine.

To determine the duration of antinociceptive action during 
the hot-plate test, mice were administered 030418 (6.0 µg/kg, 
sc), dihydroetorphine (3.0 µg/kg, sc), or morphine (10 mg/kg, 
sc) and tested at 0.5, 1, 1.5, 2, 3, 4, 6, 8, 10, and 12 h after injec-
tion.  The doses of 030418, dihydroetorphine, and morphine 
were chosen because they produced the greatest level of anti-
nociception of the doses tested.

To determine the effects of different opioid receptor 
antagonists on the analgesic effects produced by 030418 dur-
ing the hot-plate test, the animals were pretreated with the 
nonselective opioid antagonist naloxone (1 mg/kg, sc), the 
µ-opioid receptor antagonist β-FNA (10 µg/mouse, icv), and 
the κ-opioid receptor antagonist nor-BNI (3.7 µg/mouse, 
icv) before sc injection of 030418 (4.0 µg/kg, approximate 
eD80).  Animals were also pretreated with the ORL1 receptor 
antagonist J-113397 (4.0 µg/mouse, icv) before sc injection of 
030418 (2.0 µg/kg, approximate ED60).  In the experiments, 
the opioid receptor antagonists naloxone, β-FNA, nor-BNI, 
and J-113397 were respectively administered 15 min, 24 h, 
24 h, and 15 min prior to the agonists.  The dosage and time 
intervals of these antagonists were based on previous experi-
ments and reports[24–26].  The doses of the other opioid agonists 
were administered as follows: morphine (6.0 mg/kg, sc), 
DAMGO (50 ng/mouse, icv), (±)U50488 (50 µg/mouse, icv), 
and buprenorphine (1.7 mg/kg, sc).  Animals were tested for 
response latency 15 min after icv injection of DAMGO and  
(±)U50488 or 30 min after sc injection of 030418, morphine, and 
buprenorphine.  The control groups were given a correspond-
ing volume of vehicle injection.

To establish a chronic analgesic tolerance model during the 
hot-plate test, animals received sc injections of high doses of 
030418 (18.0 µg/kg, once daily), morphine (30.0 mg/kg, thrice 
daily), or vehicle for 7 consecutive days.  The dosage regimen 
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was used for the induction of drug tolerance, as previously 
reported by our laboratory[27].  The antinociceptive effects were 
measured 30 min after administration of the opioid drugs 
every day to monitor the development of tolerance.  In this 
chronic tolerance model, mice were pretreated with the ORL1 
receptor antagonist J-113397 (4.0 µg/mouse, icv) or vehicle 15 
min before the last injection of morphine or 030418 on d 7, and 
the animals were tested at different times after the administra-
tion of morphine (30.0 mg/kg, sc) or 030418 (18.0 µg/kg, sc) 
on d 1 and d 7, respectively.

Isolated tissue bioassay
The longitudinal muscle of guinea pigs was gently separated 
from the underlying circular muscle of the ileum using the 
method described by Paton and Vizi[28] and placed under 
1 g tension in a 5 mL organ bath containing Krebs-Henseleit 
solution (118 mmol/L NaCl, 4.7 mmol/L KCl, 2.5 mmol/L 
CaCl2, 1.2 mmol/L MgSO4, 1.2 mmol/L KH2PO4, 25 mmol/L 
NaHCO3, and 10 mmol/L glucose).  The bath was maintained 
at 37 °C and continuously bubbled with a mixture of 95% O2 

and 5% CO2.  Muscle contractions were recorded using an iso-
metric transducer coupled to a multichannel polygraph.  The 
data acquired from the samples stimulated by acetylcholine 
chloride (1.0 µmol/L) was recorded as the ileum muscle con-
traction response.  A single 030418 (0.1 mmol/L), morphine 
(5 mmol/L), dihydroetorphine (0.2 mmol/L), or vehicle was 
added to the organ bath containing the tissue preparations 
(n=3–4 samples per group).  The response of ileum muscle con-
tractions to opioid drugs was expressed as %inhibition, which 
was calculated as %inhibition=[1–(muscle contractions after 
treatment)/(muscle contractions before treatment)]×100%.  
The tissue preparations were measured at different times dur-
ing prolonged washing, and the time-course curves were gen-
erated.

Statistical analysis
All the data in this study are expressed as mean±SEM.  The 
eD50 values with 95% confidence limits in the antinociceptive 
assays were calculated using the method described by Bliss[29].  
The competition binding data and concentration-response data 
in [35S]GTPγS assays were fitted by nonlinear regression analy-
sis using the Origin 6.0 program (Northampton, MA, USA).  
The effects of the opioid receptor agonists and antagonists in 
the hot-plate tests were analyzed using one-way ANOVA fol-
lowed by the SNK test.  The time-course of the drug effects 
was analyzed using two-way ANOVA for repeated measures 
followed by Bonferroni-corrected Student’s t test.  All statisti-
cal analyses were performed using SPSS 13.0 (SPSS Inc, Chi-
cago, IL, USA), and P<0.05 was the level of statistical signifi-
cance.

Results
Binding affinity of 030418 to opioid receptors and the ORL1 
receptor
As shown in Table 1, 030418 showed high binding affinities to 
all four subtypes of opioid receptors with Ki values for inhibit-

ing [3H]diprenorphine or [3H]nociceptin/OFQ binding in the 
nanomolar range.  The ratio of the Ki values was 1:0.7:0.6:1.7 
for µ:κ:δ:ORL1.  Similarly, thienorphine also exhibited no 
selectivity for all four subtypes of receptors.  Nevertheless, the 
Ki value for the inhibition of [3H]nociceptin/OFQ binding to 
the ORL1 receptor by thienorphine was approximately 22-fold 
higher than that of 030418.

Potency and efficacy of 030418 in the [35S]GTPγS binding assay
As controls for each receptor, the subtype selective, highly 
efficacious agonists DAMGO (µ), (±)U50488 (κ), SNC80 (δ), 
and N/OFQ (ORL1) increased the binding of [35S]GTPγS in 
a concentration-dependent manner and produced maximal 
stimulations of 174%, 204%, 162%, and 287% over the basal 
level, respectively.  The eC50 values and maximal effects (Emax) 
are shown in Figure 2 and Table 2.  The compound 030418 pro-
duced a maximal stimulation of 89% on the µ-opioid receptor, 
86% on the κ-opioid receptor, 67% on the δ-opioid receptor, 
and 91% on the ORL1 receptor.  The EC50 values of 030418 for 
the µ-, κ-, and δ-opioid receptors and the ORL1 receptor were 
0.10, 0.15, 0.38, and 15 nmol/L, respectively.  Comparatively, 
thienorphine only partially activated the µ- and κ- receptors 
and showed a maximal response of 28% and 65%, respectively.  
The eC50 values for thienorphine were in the nanomolar range, 
but this compound was inactive at the δ-opioid receptor and 
the ORL1 receptor.  In addition, dihydroetorphine exhibited 
full agonism at the µ-, κ-, and δ-opioid receptors and moder-
ate, low-potency agonism at the ORL1 receptor.

Antinociceptive effect of 030418
According to the data shown in Figure 3, 030418 presented 
full opioid agonist characteristics with typical sigmoid dose-
response curves in thermal stimuli-induced nociceptive mod-
els.  In the mouse tail-flick test and hot-plate test, the antinoci-
ceptive eD50 (95% confidence limits) values of 030418 were 
calculated to be 2.39 µg/kg sc (2.26–2.52) and 2.90 µg/kg sc 
(2.42–3.37), respectively.  In comparison, the ED50 (95% confi-
dence limits) values of the gold standard morphine were 3.74 
mg/kg sc (2.42–5.05) and 3.20 mg/kg sc (3.02–3.39), respec-
tively.  The eD50 (95% confidence limits) values of another pure 
full agonist, dihydroetorphine, were 0.66 µg/kg sc (0.61–0.72) 

Table 1.  Apparent Ki values (nmol/L) of 030418 and thienorphine for μ-, 
κ-, δ-opioid receptors and the ORL1 receptor.  Competitive inhibition of 
[3H]diprenorphine or [3H]nociceptin/OFQ by 030418 and thienorphine 
was performed in membranes from CHO-μ, CHO-κ, CHO-δ, and CHO-ORL1 
cells as described in Materials and methods.  Each value represents 
mean±SEM from at least three independent experiments performed in 
duplicate.

Compound
                                  Ki (nmol/L)

                    μ                         κ                        δ                   ORL1  
 
030418 0.91±0.05 0.60±0.28 0.58±0.21   1.6±0.4
Thienorphine   1.4±0.1 0.34±0.15 0.63±0.48 36.5±3.0
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and 1.71 µg/kg sc (1.62–1.80), respectively.  As shown in Fig-
ure 4, the maximally effective dose of 030418 (6.0 µg/kg, sc) 
had the longest duration of the antinociceptive effect in the 
mouse hot-plate test compared to that of dihydroetorphine 
(3.0 µg/kg, sc) and morphine (10.0 mg/kg, sc).  This dose of 
030418 maintained the maximal antinociceptive activity for 

at least 2 h after administration and was ineffective 10 h after 
administration.

Effects of opioid receptor antagonists on antinociception of 
030418
In the mouse hot-plate test, 030418 (4.0 µg/kg, sc), morphine 

Figure 2.  Stimulation of [35S]GTPγS binding to membranes of CHO-µ (A), CHO-κ (B), CHO-δ (C), and CHO-ORL1 (D) cells by 030418, thienorphine, 
dihydroetorphine, and a selective full agonist for each subtype of opioid receptors.  [35S]GTPγS binding was performed as described in the Materials and 
methods.  [35S]GTPγS binding data were normalized to the percentage of maximal efficacy induced by each selective full agonist.  Each value represents 
the mean±SEM from at least three independent experiments performed in duplicate.  The EC50 values and maximal effects (Emax) are shown in Table 2.

Table 2.  EC50 values (nmol/L) and Emax (%) of 030418, thienorphine, and dihydroetorphine in stimulating [35S]GTPγS binding to membranes of CHO-μ-, 
CHO-κ, CHO-δ, and CHO-ORL1 cells.  Maximal stimulation of binding was defined using the selective agonists DAMGO (μ), (±)U50488 (κ), SNC80 (δ), 
and N/OFQ (ORL1).  Data were derived from the curves in Figure 2.  Each value represents mean±SEM from at least three independent experiments 
performed in duplicate.

                                                                       μ                                                    κ                                                       δ                                               ORL1
   Compound                               EC50                                    Emax                     EC50                      Emax                     EC50                     Emax                    EC50                    Emax 
                                                 (nmol/L)           (%)                 (nmol/L)                  (%)                   (nmol/L)                (%)                 (nmol/L)                (%)  
 
 DAMGO 65.8±13.7  100      
 (±)U50488     4.8±1.0  100    
 SNC80     13.2±2.2  100  
 N/OFQ       42.9±13.3  100
 030418 0.10±0.03 89±8 0.15±0.08 86±5 0.38±0.10 67±5 15.0±2.0 91±5
 Thienorphine 0.07±0.03 28±4 0.13±0.03 65±8                      NS                         NS
 Dihydroetorphine 0.18±0.04 98±9 0.60±0.15 83±4    7.7±1.9 81±6  457±110 50±4

NS, no stimulation up to 10 μmol/L.
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(6.0 mg/kg, sc), DAMGO (50 ng/mouse, icv), and (±)U50488 
(50 µg/mouse, icv) produced a %MPE of approximately 80%.  
The antinociceptive effects of 030418 and morphine could 
both be blocked by the nonselective opioid receptor antago-
nist naloxone (Figure 5A).  The selective opioid antagonists 
β-FNA (10 µg/mouse, icv) and nor-BNI (3.7 µg/mouse, icv) 
could partially block the DAMGO- and (±)U50488-induced 
antinociception, respectively (Figure 5B and 5C).  Pretreatment 
with the same doses of β-FNA and nor-BNI decreased the 
antinociceptive response to 030418 (4.0 µg/kg, sc) to 26% and 
50%, respectively.  As shown in Figure 5D, moderate doses 
of 030418 (2.0 µg/kg, sc) and buprenorphine (1.7 mg/kg, 
sc) respectively produced 64% and 33% of MPE in the hot-
plate test.  Co-administration of the ORL1 receptor antagonist 
J-113397 (4.0 µg/mouse, icv) enhanced the %MPE of 030418 
to 90% and that of buprenorphine to 56%.  In addition, these 
opioid antagonists administered alone did not alter the latency 
time in the hot-plate test because the mice that received these 

compounds exhibited similar levels of %MPE relative to  
vehicle control mice (data not shown).

Development of 030418 tolerance and the effect of pretreat-
ment with J-113397
The development of tolerance to 030418 and morphine across 
7 d in the mouse hot-plate test is shown in Figure 6A.  Many 
previous studies have used high doses of opioid drugs to 
induce and study tolerance[27, 30, 31].  As expected, repeated 
treatment with morphine (30 mg/kg, sc, thrice daily) induced 
the rapid development of analgesic tolerance.  The mice 
started to develop tolerance on d 4 of morphine injection and 
had only 45.7% %MPE on d 7.  The 18 µg/kg dose of 030418 
also produced a significant decrease in %MPE over time.  
Compared with d 1, 030418 produced a significant reduction 
in %MPE on d 4, 5, 6, and 7.  Moreover, the decrease in anti-
nociception observed after repeated administration of 030418 
was more dramatic than that of morphine.

Subsequently, the effects of the ORL1 receptor antagonist 
J-113397 on analgesic tolerance to morphine and 030418 were 
further investigated.  As mentioned above, repeated treat-
ments with morphine led to tolerance on d 7, and a single pre-
treatment with J-113397 (4.0 µg/mouse, icv) before the injec-
tion of morphine could significantly attenuate the analgesic 
tolerance to morphine (Figure 6B).  In contrast, 030418 toler-
ance on d 7 was not significantly affected by coadministration 
of J-113397 over the entire 8-h session (Figure 6C).

Prolonged washing of 030418 from the guinea pig ileum pre-
para tion
In the isolated guinea pig ileum preparation, stimulation 
induced by acetylcholine chloride (1.0 µmol/L) produces 
ileum muscle contraction, which can be inhibited by the action 
of an opioid drug added into the organ bath.  The final con-
centrations of 0.1 mmol/L 030418, 5 mmol/L morphine, or 0.2 
mmol/L dihydroetorphine were chosen in the experiments 
because they could produce an approximately 80% inhibi-
tion.  As shown in Figure 7, 030418, morphine and dihydro-

Figure 3.  Dose-response curves of the antinociceptive effects produced by sc administration of 030418, dihydroetorphine, and morphine in mice.  (A) 
Antinociceptive effects of 030418 (1.6–4.0 µg/kg, sc), dihydroetorphine (0.25–0.9 µg/kg, sc), and morphine (0.7–9.9 mg/kg, sc) in the tail-flick test; (B) 
Antinociceptive effects of 030418 (1.4–5.7 µg/kg, sc), dihydroetorphine (1.3–2.9 µg/kg, sc), and morphine (1.3–10.0 mg/kg, sc) in the hot-plate test.  
The data are expressed as %MPE, and each point represents the mean±SEM (n=8–10 mice).

Figure 4.  Time-course of the antinociceptive effects produced by the 
administration of 030418 (6.0 µg/kg sc), dihydroetorphine (3.0 µg/kg sc), 
and morphine (10.0 mg/kg sc) in the mouse hot-plate test.  The data are 
expressed as %MPE, and each point represents the mean±SEM (n=8–10 
mice).
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etorphine all significantly inhibited ileum muscle contraction 
stimulated by acetylcholine chloride (1.0 µmol/L) at time zero.  
During prolonged washing, the action of morphine and dihy-
droetorphine could be easily removed within 5 min, which 
was a relatively rapid process.  In comparison, the course 
of prolonged washing of 030418 was much slower, and the 
inhibitory effect of 030418 remained at 24% until 45 min after 

the attempted washout.  Moreover, the time course curve of 
030418 was biphasic with an initial rapid phase followed by a 
slower phase.

Discussion
The 6,14-bridged oripavines, which possess a C6-methoxy 
group part of the ring system and a long alkyl chain at the 

Figure 5.  Effects of the nonselective opioid receptor antagonist naloxone (A), selective µ-opioid receptor antagonist β-FNA (B), selective κ-opioid 
receptor antagonist nor-BNI (C), and selective ORL1 receptor antagonist J-113397 (D) on the anti nociception activity of 030418 in the mouse hot-plate 
tests.  030418 (4.0 µg/kg ABC; 2.0 µg/kg D, sc), morphine (6.0 mg/kg, sc), DAMGO (50 ng/mouse, icv), (±)U50488 (50 µg/mouse, icv), buprenorphine 
(1.7 mg/kg, sc), or vehicle control were administered before testing.  The mice were pretreated with naloxone (1 mg/kg, sc), β-FNA (10 µg/mouse, icv), 
nor-BNI (3.7 µg/mouse, icv), or J-113397 (4.0 µg/mouse, icv) at 15 min, 24 h, 24 h, or 15 min, respectively, before administration of the corresponding 
agonists.  The data are expressed as %MPE, and each point represents the mean±SEM (n=8–10 mice).  bP<0.05, cP<0.01 vs control; eP<0.05, fP<0.01 
vs corresponding agonists.

Figure 6.  Effects of pretreatment with the selective ORL1 receptor antagonist J-113397 on morphine or 030418 tolerance in the mouse hot-plate test.  (A) 
Analgesic tolerance to morphine, 030418, or vehicle control; (B) Time-course of morphine-induced antinociception without (vehicle) or with J-113397 
in the tolerance model; (C) Time course of 030418-induced antinociception without (vehicle) or with J-113397 in the tolerance model.  The mice 
repeatedly received sc injections of morphine (30.0 mg/kg, thrice daily), 030418 (18.0 µg/kg, once daily), or vehicle control.  J-113397 (4.0 µg/mouse 
icv) or vehicle was administered 15 min before the last injection of morphine or 030418 on d 7.  The data are expressed as %MPE, and each point 
represents the mean±SEM (n=8–10 mice).  bP<0.05, cP<0.01 vs first injection on d 1.  eP<0.05, fP<0.01 vs vehicle+corresponding agonists at the same 
time on d 7.
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C7 substituent, have been reported to have high affinity to 
opioid receptors[6].  As expected, the receptor binding assay 
revealed that 030418, a novel 6,14-bridged oripavine com-
pound, displayed nonselective binding affinities to the µ-, κ-, 
and δ-opioid receptors and the ORL1 receptor with Ki values 
in the nanomolar range, as did thienorphine.  Moreover, our 
observation that thienorphine highly bound to the µ-, κ-, and 
δ-opioid receptors is in accord with previous reports[15, 16].

Consistent with Li et al[16], thienorphine exhibited partial 
agonist activity at the κ-opioid receptor and at the µ-opioid 
receptor (to a lesser extent) but not at the δ-opioid receptor in 
vitro.  In contrast, 030418, which has a methyl group at the N17 
substituent, was more efficacious in stimulating [35S]GTPγS 
binding at the µ-, κ-, and δ-opioid receptors and the ORL1 
receptor than its parent congener, thienorphine.  This com-
pound was also equally as efficacious as dihydroetorphine at 
all subtypes of the receptors except at the ORL1 receptor.  Sev-
eral structure-activity relationship (SAR) studies have shown 
that the 6,14-bridged oripavines with a cyclopropylmethyl 
group at N17, such as diprenorphine, buprenorphine, and nal-
trexone, might possess some morphine-antagonist characteris-
tics.  Replacing this group with a methyl group has been found 
to greatly increase the efficacy of compounds, particularly at 
the µ- and κ-opioid receptors[11, 12].  We also considered that the 
mixed ORL1/µ-opioid receptor activity of 030418 may have an 
attractive profile for the treatment of pain and addiction, simi-
lar to SR16435 and buprenorphine[32, 33].  However, explaining 
the nonselective agonism of 030418 at opioid receptors will be 
difficult, and further studies are required to provide insights 
into the SAR of 030418 and the 6,14-bridged oripavine scaf-
fold.

In the mouse tail-flick test and hot-plate test, the antinoci-
ceptive potency of 030418 was similar to that of the typical 
full agonist dihydroetorphine.  Moreover, the eD50 value of 
030418 was in the microgram range and was calculated as 

approximately 1100–1500 times that of the standard morphine 
hydrochloride.  experimental data regarding the potency of 
dihydroetorphine and morphine were consistent with those of 
Aceto et al[34].  In addition, 030418 had more potent and pow-
erful antinociceptive effects in vivo than its parent compound 
thienorphine, which has previously been demonstrated to be 
a partial opioid agonist, with an eD50 value in the milligram 
range in the mouse antinociceptive tests[15].  Compared with 
morphine, 030418 shows a rather long-lasting duration of the 
antinociceptive effect in the hot-plate test, which is similar to 
thienorphine.  This similarity could occur because 030418 and 
thienorphine may have tight lipophilic interactions with the 
binding pocket of opioid receptors given the high liposolubil-
ity of the C7 substituent.  This feature may lead to the persis-
tent occupation of the opioid receptors by 030418.  Several 
early reports have also demonstrated that 6,14-bridged ori-
pavine compounds have very powerful binding interactions 
with opioid receptors and thus slow receptor kinetics, which 
causes a long-lasting effect[35–37].

Using pharmacological blockade in the hot-plate tests, the 
antinociception mediated by 030418 could be fully reversed 
by systemic administration of the classic opioid receptor 
antagonist naloxone, suggesting that the antinociceptive effect 
of 030418, similar to morphine, is likely related to the opioid 
receptor system.  In addition, icv pretreatment with either 
β-FNA (µ-opioid receptor antagonist) or nor-BNI (κ-opioid 
receptor antagonist) was found to decrease 030418-induced 
antinociception.  These results indicate that the activation of 
supraspinal µ- and κ-opioid receptors appears to be involved 
in the antinociceptive effect of 030418.  The µ-opioid receptor 
is generally considered to represent the major molecular gate 
for opioid analgesia, and the activation of the κ-opioid recep-
tor also evokes an analgesic action[38].  More interestingly, 
icv pretreatment with J-113397 (ORL1 receptor antagonist) 
could enhance antinociception induced by a moderate dose 
of 030418.  In summary, the experimental results demonstrate 
that systemic administration of 030418 can simultaneously 
activate the µ- and κ-opioid receptor and the ORL-1 receptor 
in vivo.

Although 030418 showed remarkable antinociceptive effects, 
high doses of this compound unfortunately produced signifi-
cant and rapid development of analgesic tolerance.  In chroni-
cally administered animal models, 030418 produced a 78% 
decrease in %MPE on d 7 relative to d 1; in comparison, mor-
phine produced a 54% decrease in %MPE.  Although repeated 
administration of opioid agonists unavoidably produces anal-
gesic tolerance associated with adaptive changes on opioid 
receptors and complex molecular events in cellular signaling 
pathways[39], our observation of the dramatic development 
of tolerance to 030418, which activates both the ORL1 and 
the µ-opioid receptors, seems contradictory to earlier reports.  
These studies have hypothesized that a compound that con-
tains both µ-opioid receptor and ORL1 receptor agonist activi-
ties has reduced tolerance development[32, 33].  Thus, we next 
investigated the effect of pretreatment with the selective ORL1 
antagonist J-113397 on 030418 tolerance.  The experimental 

Figure 7.  Time course of inhibition induced by 030418 (0.1 mmol/L), 
morphine (5 mmol/L), dihydroetorphine (0.2 mmol/L), or vehicle control 
on guinea pig ileum muscle contraction during prolonged washing.  Ileum 
muscle contractions stimulated by acetylcholine chloride (1.0 µmol/L) 
were recorded as the sample responses.  The data are expressed as 
%inhibition, and each point represents the mean±SEM (n=3–4 samples).  

bP<0.05, cP<0.01 vs control at the same time.
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results suggested that pharmacological blockade with J-113397 
significantly prevented analgesic tolerance to morphine on d 7, 
which confirms earlier findings[30, 31].  In contrast, pretreatment 
with J-113397 could not effectively alter the development of 
tolerance to 030418.  These findings highlight the complicated 
relationship between ORL1 receptor activation and µ-opioid 
receptor mediated tolerance.  Therefore, additional studies are 
necessary to explain the issue.

Previous [35S]GTPγS assays have revealed the high efficacy 
of 030418 at µ- and κ-opioid receptors; therefore, the inhibition 
by 030418 on muscle contraction in the guinea pig ileum (a tis-
sue with enriched populations of functional µ- and κ-opioid 
receptors) seen in this study may have been primarily medi-
ated through opioid receptor activity.  Notably, the action of 
030418 could be removed (with difficulty, compared to mor-
phine and dihydroetorphine) by repeated, prolonged washing.  
This finding, taken together with the observation that 030418 
had high binding affinity to opioid receptors, clearly indicates 
that 030418 has slow receptor dissociation kinetics.  Consider-
ing that the only difference between 030418 and dihydroetor-
phine exists in the C7 substituent structure (Figure 1), the per-
sistent binding affinity of 030418 to the opioid receptors may 
result from the high hydrophobicity caused by the structure 
of the C7-thiophene group.  Similar examples of slow receptor 
dissociations of buprenorphine and BU74 have been observed 
and have been explained by powerful lipophilic binding inter-
actions with the opioid receptors[37, 40].  The pharmacological 
property of slow receptor dissociation kinetics may account 
for the long duration of the agonist effect of 030418 in vivo.  
Additionally, the persistent occupation of the opioid recep-
tors, particularly the µ-opioid receptors, can easily lead to the 
development of tolerance to 030418 by either receptor phos-
phorylation or a combination of receptor phosphorylation and 
desensitization.  Woolf and Linderman[41] have believed that 
the ligand receptor dissociation rate constant and the confor-
mational selectivity factor, which roughly corresponds to a 
drug’s efficacy, positively conspire to regulate receptor phos-
phorylation.

In conclusion, the present study demonstrates that 030418, 
a 6,14-bridged oripavine compound, is a nonselective, high-
affinity, and full opioid receptor agonist in vitro.  This com-
pound has highly potent and long-lasting antinociceptive 
effects, and tolerance to 030418 rapidly develops in vivo.  The 
pharmacological properties of 030418 closely correlate with 
a high activity of the methyl group at the N17 position and 
high hydrophobicity of the C7-thiophene group in the 030418 
chemical structure.  The results of this study indicate that 
030418 may be a candidate for development in the manage-
ment of acute pain or as a ‘universal’ opioid ligand to be used 
as a pharmacological tool.  Although more efforts are needed 
to discover the possible mechanisms of the unique effects of 
030418, the current findings help to further understand the 
SAR of 6,14-bridged oripavines and provide insights into the 
design of ideal opioid drugs.

Acknowledgements
This work was supported by the National High Technol-
ogy Research and Development Program of China (No  
2005AA233040) and the National S&T Major Project of Origi-
nal New Drug Research of China (No 2009ZXJ09004-079).  We 
acknowledge Dr Bo-hua ZHONG and his group for supplying 
samples of 030418 and thienorphine for these experiments.  
We also thank Dr Zheng YONG and Dr Yan GAO for excellent 
expert technical assistance.

Author contribution
Ze-hui GONG and Ling-di YAN designed the research; Quan 
WEN and Yu-lei LI performed the research; Quan WEN and 
Gang YU analyzed the data; and Quan WEN wrote the paper.

References
1  Cherny NJ, Chang V, Frager G, Ingham JM, Tiseo PJ, Popp B, et al.  

Opioid pharmacotherapy in the management of cancer pain: a survey 
of strategies used by pain physicians for the selection of analgesic 
drugs and routes of administration.  Cancer 1995; 76: 1283–93.

2  Koob GF, Le Moal M.  Drug abuse: hedonic homeostatic dysregulation.  
Science 1997; 278: 52–8.

3  Berger AC, Whistler JL.  How to design an opioid drug that causes 
reduced tolerance and dependence.  Ann Neurol 2010; 67: 559–69.

4  Bentley KW, Hardy DG.  Novel analgesics and molecular rearrange-
ments in the morphine-thebaine group.  I. Ketones derived from 
6,14-endo-ethenotetrahydrothebaine.  J Am Chem Soc 1967; 89: 
3267–73.

5  Bentley KW, Hardy DG.  Novel analgesics and molecular rear-
range ments in the morphine-thebaine group.  III. Alcohols of the 
6,14-endo-ethenotetrahydrooripavine series and derived analogs 
of N-allylnormorphine and -norcodeine.  J Am Chem Soc 1967; 89: 
3281–92.

6  Lewis JW, Husbands SM.  The orvinols and related opioids — high 
affinity ligands with diverse efficacy profiles.  Curr Pharm Des 2004; 
10: 717–32.

7  Cowan A, Lewis JW, MacFarlane IR.  Agonist and antagonist properties 
of buprenorphine, a new antinociceptive agent.  Br J Pharmacol 1977; 
60: 537–45.

8  Mello NK, Mendelson JH, Lukas SE, Gastfriend DR, Teoh SK, Holman 
BL.  Buprenorphine treatment of opiate and cocaine abuse: clinical 
and preclinical studies.  Harv Rev Psychiatry 1993; 1: 168–83.

9  Picard PR, Tramer MR, McQuay HJ, Moore RA.  Analgesic efficacy of 
peripheral opioids (all except intra-articular): a qualitative systematic 
review of randomised controlled trials.  Pain 1997; 72: 309–18.

10  Barnett PG, Rodgers JH, Bloch DA.  A metaanalysis comparing 
buprenorphine to methadone for treatment of opiate dependence.  
Addiction 2001; 96: 683–90.

11  Park HS, Lee HY, Kim YH, Park JK, Zvartau EE, Lee H.  A highly 
selective kappa-opioid receptor agonist with low addictive potential 
and dependence liability.  Bioorg Med Chem Lett 2006; 16: 3609–13.

12  Rennison D, Neal AP, Cami-Kobeci G, Aceto MD, Martinez-Bermejo F, 
Lewis JW, et al.  Cinnamoyl derivatives of 7α-aminomethyl-6,14-endo-
ethanotetrahydrothebaine and 7α-aminomethyl-6,14-endo ethano-
tetrahydrooripavine and related opioid ligands.  J Med Chem 2007; 
50: 5176–82.

13  Liu CH, Liu H, Han XY, Wu B, Zhong BH, Gong ZH.  Synthesis and 
characterization of thienorphine and its glucuronide conjugate.  Synth 
Commun 2005; 35: 701–10.



1224

www.nature.com/aps
Wen Q et al

Acta Pharmacologica Sinica

npg

14  Zhao WL, Gong ZH, Liang JH.  A new buprenorphine analogy, 
thienorphine, inhibits morphine-induced behavioral sensitization in 
mice.  Acta Pharmacol Sin 2004; 25: 1413–8.

15  Yu G, Yue YJ, Cui MX, Gong ZH.  Thienorphine is a potent long-acting 
partial opioid agonist: a comparative study with buprenorphine.  J 
Pharmacol Exp Ther 2006; 318: 282–7.

16  Li JX, Becker GL, Traynor JR, Gong ZH, France CP.  Thienorphine: 
receptor binding and behavioral effects in rhesus monkeys.  J 
Pharmacol Exp Ther 2006; 321: 227–36.

17  Yu G, Liu YS, Yan LD, Wen Q, Gong ZH.  Structure-activity relationships 
analysis of thienorphine and its derivatives.  Yao Xue Xue Bao 2009; 
44: 726–30.  

18  Loew GH, Berkowitz DS.  Intramolecular hydrogen bonding and 
conformational studies of bridged thebaine and oripavine opiate 
narcotic agonists and antagonists.  J Med Chem 1979; 22: 603–7.

19  Sebastian A, Bidlack JM, Jiang Q, Deecher D, Teitler M, Glick SD, et 
al.  14 beta-[(p-nitrocinnamoyl)amino]morphinones, 14 beta-[(p-nitro-
cinnamoyl)amino]-7,8-dihydro-morphinones, and their codeinone 
analogues: synthesis and receptor activity.  J Med Chem 1993; 36: 
3154–60.

20  Zhu J, Luo LY, Chen C, Liu-Chen LY.  Activation of the cloned human 
kappa-opioid receptor by agonists enhances [35S]GTPgammaS binding 
to membranes: determination of potencies and efficacies of ligands.  
J Pharmacol Exp Ther 1997; 282: 676–68.

21  Bradford MM.  A rapid and sensitive method for the quantitation of 
microgram quantities of protein utilizing the principle of protein-dye 
binding.  Anal Biochem 1976; 72: 248–54.

22  D’Amour FE, Smith DL.  A method for determining loss of pain sensa-
tion.  J Pharmacol Exp Ther 1941; 72: 74–9.

23  Eddy NB, Leimbach D.  Synthetic analgesics.  II.  Dithienylbutenyl- and 
dithienylbutylamines.  J Pharmacol Exp Ther 1953; 107: 385–93.

24  Horan P, Taylor J, Yamamura HI, Porreca F.  Extremely long-lasting 
antagonistic actions of nor-binaltorphimine (nor-BNI) in the mouse 
tail-flick test.  J Pharmacol Exp Ther 1992; 260: 1237–43.

25  Craft RM, Henley SR, Haaseth RC, Hruby VJ, Porreca F.  Opioid 
antinociception in a rat model of visceral pain: systemic versus local 
drug administration.  J Pharmacol Exp Ther 1995; 275: 1535–42.

26  Lutfy K, Eitan S, Bryant CD, Yang YC, Saliminejad N, Walwyn W, et 
al.  Buprenorphine-induced antinociception is mediated by mu-opioid 
receptors and compromised by concomitant activation of opioid 
receptor-like receptors.  J Neurosci 2003; 23: 10331–7.

27  Wu N, Lu XQ, Yan HT, Su RB, Wang JF, Liu Y, et al.  Aquaporin 4 
deficiency modulates morphine pharmacological actions.  Neurosci 
Lett 2008; 448: 221–5.

28  Paton WD, Vizi ES.  The inhibitory action of noradrenaline and adrena-
line on acetylcholine output by guinea-pig ileum longitudinal muscle 
strip.  Br J Pharmacol 1969; 35: 10–28.

29  Bliss CI.  Statistics in biology.  New York: McGraw-Hill Book Company; 
1967.

30  Ueda H, Inoue M, Takeshima H, Iwasawa Y.  Enhanced spinal 
nociceptin receptor expression develops morphine tolerance and 
dependence.  J Neurosci 2000; 20: 7640–7.

31  Chung S, Pohl S, Zeng J, Civelli O, Reinscheid RK.  Endogenous 
orphanin FQ/nociceptin is involved in the development of morphine 
tolerance.  J Pharmacol Exp Ther 2006; 318: 262–7.

32  Khroyan TV, Zaveri NT, Polgar WE, Orduna J, Olsen C, Jiang F, et al.  SR 
16435 [1-(1-(bicyclo[3.3.1]nonan-9-yl)piperidin-4-yl)indolin-2-one], 
a novel mixed nociceptin/orphanin FQ/mu-opioid receptor partial 
agonist: analgesic and rewarding properties in mice.  J Pharmacol Exp 
Ther 2007; 320: 934–43.

33  Spagnolo B, Calo G, Polgar WE, Jiang F, Olsen CM, Berzetei-Gurske I, 
et al.  Activities of mixed NOP and mu-opioid receptor ligands.  Br J 
Pharmacol 2008; 153: 609–19.

34  Aceto MD, Harris LS, Bowman ER.  Etorphines: mu-opioid receptor-
selective antinociception and low physical dependence capacity.  Eur 
J Pharmacol 1997; 338: 215–23.

35  Boas RA, Villiger JW.  Clinical actions of fentanyl and buprenorphine.  
The significance of receptor binding.  Br J Anaesth 1985; 57: 192–6.

36  Neilan CL, Husbands SM, Breeden S, Ko MC, Aceto MD, Lewis JW, 
et al.  Characterization of the complex morphinan derivative BU72 
as a high efficacy, long-lasting mu-opioid receptor agonist.  Eur J 
Pharmacol 2004; 499: 107–16.

37  Husbands SM, Neilan CL, Broadbear J, Grundt P, Breeden S, Aceto 
MD, et al.  BU74, a complex oripavine derivative with potent kappa 
opioid receptor agonism and delayed opioid antagonism.  Eur J 
Pharmacol 2005; 509: 117–25.  

38  Pasternak GW.  Pharmacological mechanisms of opioid analgesics.  
Clin Neuropharmacol 1993; 16: 1–18.

39  Kieffer BL, Evans CJ.  Opioid tolerance — in search of the holy grail.  
Cell 2002; 108: 587–90.

40  Hambrook JM, Rance MJ.  The interaction of buprenorphine with the 
opiate receptor: lipophilicity as a determining factor in drug-receptor 
kinetics.  In: Kosterlitz HW, editor.  Opiates and endogenous opioid 
peptides.  Amsterdam: Elsevier; 1976.  p 295–301.

41  Woolf PJ, Linderman JJ.  Untangling ligand induced activation and 
desensitization of G-protein coupled receptors.  Biophys J 2003; 84: 
3–13.



Acta Pharmacologica Sinica  (2011) 32: 1225–1232 
© 2011 CPS and SIMM    All rights reserved 1671-4083/11  $32.00
www.nature.com/aps

npg

Introduction
Cognitive deficits (attention, executive function, short- and 
long-term memory) are symptoms observed in patients with 
schizophrenia[1, 2].  Several studies have assessed physiopatho-
logic aspects linked to schizophrenia, such as declarative and 
nondeclarative memory functions, to identify areas of impair-
ment versus preservation[3].  Similarly, some investigations 
have evaluated the effect of antipsychotic drugs on cognitive 
parameters in humans and animals[4, 5].  Research suggests 
that schizophrenic patients treated with atypical antipsychot-
ics may perform better in cognitive tasks when compared to 
patients treated with typical antipsychotics[2, 6].  

Aripiprazole, 7-{4-[4-(2,3-dichlorophenyl)-1-piperazinyl]
butyloxy}-3,3-dihydro-carbostycil (Figure 1), is an atypical 

antipsychotic drug with distinct properties compared to other 
efficient antipsychotics[4].  The drug was developed recently, 
and it presents a unique pharmacological profile that includes 
dopamine D2 partial agonism, serotonin 5-HT1A partial ago-
nism, and 5-HT2A antagonism[5, 6].  Clinical trials have found 
that aripiprazole was effective in treating the positive, nega-
tive, and cognitive symptoms of schizophrenia[7].  Numerous 
large scale clinical studies have shown that aripiprazole has a 
favorable safety and tolerability profile with a relatively low 
potential for parkinsonism, prolactin elevation, weight gain, 
QTc prolongation, sedation, tardive dyslinesia, changes in 

Figure 1.  Structure of aripiprazole.
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plasma lipid levels, and glucose level elevation[8].
In the experimental context, Nagai et al[9] showed that arip-

iprazole that was administered as either a single dose or as 
consecutive doses (for 7 d) ameliorated phencyclidine-induced 
impairment of recognition memory in mice.  However, 
another study showed that aripiprazole impaired the passive-
avoidance response at doses near its anti-dopamine ED50 (7.7 
mg/kg, as defined by apomorphine stereotypy).  At doses 
lower than those that affected the passive-avoidance response, 
aripiprazole was unable to reverse the MK-801-induced 
impairment in the same task[4].  Therefore, further investiga-
tions are necessary to elucidate the effect of aripiprazole on 
memory.  

The aim of the present study was to investigate the effects 
of aripiprazole on memory and on locomotor and exploratory 
activities with the inhibitory avoidance and open field tasks 
as behavioral models.  Some drugs that affect memory can 
induce damage in biomolecules, such as lipids and DNA.  
Therefore, possible cytotoxic and genotoxic effects were evalu-
ated by measuring lipid peroxidation in the liver and DNA 
strand breaks in both the peripheral blood and brain tissues 
after behavioral tasks.  Mutagenic effects of aripiprazole were 
also assessed using the micronucleus frequency in the bone 
marrow of mice.  

Materials and methods
Animals
Male SR-1 mice (163 animals, 2–3 months of age; 30–40 g) from 
our breeding colony were used.  The mice were housed in 
plastic cages with ad libitum access to water and food, under a 
12-h light/dark cycle (lights on at 8:00 AM), and at a constant 
temperature of 23.0 °C.  All experimental procedures were 
performed in accordance with the NIH Guide for the Care and 
Use of Laboratory Animals and the Brazilian Society for Neu-
roscience and Behavior (SBNeC) recommendations for animal 
care.  This work was approved by the Ethical Committee of 
ULBRA.

Drugs and pharmacological procedures
AbilifyTM (Brystol) was used as a source of aripiprazole.  Four 
pills of 20 mg aripiprazole were powdered in a ceramic pestle, 
and two extractions by steam route were performed with 20% 
ethanol and ethanol pro analysi (PA).  An infrared technique 
was used to analyze the samples, and the resulting spectrum 
was compared with the spectrum from the monography.

Aripiprazole was dissolved in saline solution and 5% 
Tween.  The animals were divided in groups and received 
saline, 5% Tween or 1, 3, or 10 mg/kg doses of aripiprazole.  
The animals were given only one intraperitoneal (ip) injection 
(acute treatment) or one injection per day for 5 d (subchronic 
treatment) as a 0.1 mL/10 g body weight dose.  The doses 
were chosen based on previous reports about the behavioral 
effects of aripiprazole[4].  To study the effect that aripiprazole 
has on memory, the animals received injections 30 min before 
training in the inhibitory avoidance task.

Neurobehavioral experiments
Open field behavior
The animals were exposed to a 40 cm×50 cm×60 cm open field 
that was divided into 12 equal squares.  The animals were 
placed in the rear left square, and they were allowed to freely 
explore the field for 5 min.  The animals received the injections 
30 min before the test.  Crossing of the black lines, rearings 
performed, and latency to start locomotion were counted and 
used as measurements of locomotion, exploration and motiva-
tion[10].

Inhibitory avoidance task
Inhibitory avoidance in rodents is a widely used animal model 
of aversive learning and memory.  A 50 cm×25 cm×25 cm plas-
tic box with a frontal glass wall that had a floor that consisted 
of parallel 10-mm caliber bronze bars spaced 1 cm from one 
another was used.  The left end of the grid was equipped with 
a 9-cm wide and 1.5-cm high platform.  The mice were placed 
gently on the platform facing the rear wall, and their latency to 
step down with all four paws onto the grid was measured.  In 
the training session, after stepping down, the animals received 
a 0.3-mA, 2-s scrambled foot shock and were immediately 
withdrawn from the cage.  In the test session, either 1.5 h 
short-term memory (STM) or 24 h long-term memory (LTM) 
later, the procedure was repeated, but the foot shock was not 
given.  Test session step-down latency was used as a measure 
of retention.  A 180-s upper bound was set up for this mea-
sure[10].  

Genotoxic/mutagenic assays
Comet assay
The alkaline comet assay in peripheral blood and brain tis-
sues was performed as previously described[11] but with minor 
modifications[12, 13].  Blood samples were collected from a tail 
blood vessel 3 h and 24 h after the first administration (acute 
treatment) and 3 h after the last administration (subchronic 
treatment).  The animals were killed by cervical dislocation, 
and forebrain samples were immediately collected.  Each 
piece of forebrain was finely minced and placed in 0.5 mL of 
cold phosphate-buffered saline (PBS) to obtain a cell suspen-
sion.  Brain and blood cell suspensions (5 µL) were embedded 
in 95 µL of 0.75% low melting point agarose (Gibco BRL) and 
spread on agarose-precoated microscope slides.  After solidifi-
cation, the slides were placed in lysis buffer (2.5 mol/L NaCl, 
100 mmol/L EDTA and 10 mmol/L Tris, pH 10.0) with freshly 
added 1% Triton X-100 (Sigma) and 10% DMSO for 48 h at 
4 °C.  The slides were subsequently incubated in freshly pre-
pared alkaline buffer (300 mmol/L NaOH and 1 mmol/L 
EDTA, pH>13) for 20 min, at 4 °C.  An electric current of 300 
mA and 25 V (0.90 V/cm) was applied for 15 min to perform 
DNA electrophoresis.  The slides were then neutralized (0.4 
mol/L Tris, pH 7.5), stained with silver and analyzed using 
a microscope.  Images of 100 randomly selected cells (50 cells 
from each of two replicate slides) were analyzed from each 
animal.  The cells were also visually scored according to tail 
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size into five classes, ranging from undamaged (0) to maxi-
mally damaged (4), resulting in a single DNA damage score 
for each animal and consequently for each studied group.  
Therefore, the damage index (DI) can range from 0 (com-
pletely undamaged, 100 cells×0) to 400 (with maximum dam-
age, 100 cells×4)[14].

Micronucleus assay
The micronucleus assay was performed according to the US 
Environmental Protection Agency Gene-Tox Program[15].  Bone 
marrow from both femurs was collected after acute and sub-
chronic treatments.  The tissue was suspended in fetal calf 
serum, and smears on the clean glass slides were prepared 
as described in a previous report[16].  The slides were air-
dried, fixed in methanol, stained in 10% Giemsa and coded 
for a blind analysis.  To avoid false negative results and to 
obtain a measure of toxicity on bone marrow, the ratio of 
polychromatic erythrocytes to normochromatic erythrocytes 
(PCE:NCE) was scored in 1000 cells.  The incidence of micro-
nuclei (MN) was observed in 2000 PCE for each animal[17].

Lipid peroxidation assay
Thiobarbituric acid reactive substances (TBARS) were used as 
a marker of lipid peroxidation.  After subchronic treatment, 
the livers were removed, weighed, immediately frozen in liq-
uid nitrogen and stored at -80 oC for ulterior analyses.  The fro-
zen tissue was homogenized in 10 volumes (w/v) of phosphate 
buffer solution (KCl 140 mmol/L, phosphate 20 mmol/L, pH 
7.4) in ULTRA-Turrax (IKA-WERK) and centrifuged at 704×g 
for 10 min.  Lipoperoxidation was measured using the TBARS 
on homogenized tissues, as described by Esterbauer and 
Cheeseman[18].  The amount of aldehyde products generated 
by lipid peroxidation was quantified by the thiobarbituric acid 
reaction using 3 mg of protein per sample.  The results were 
expressed as nanomoles per milligram of protein.  Proteins 
were determined by the method described by Lowry[19].

Statistical analysis
Data from the open field test were expressed as the 
mean±SEM.  These data were analyzed using one-way 
ANOVA followed by Duncan’s test.  The analyses of the 
step-down inhibitory avoidance task were non-parametric 
because this procedure involved a cutoff score.  The data were 
expressed as medians (interquartile ranges) and analyzed 
using the Kruskal-Wallis test, followed by the Mann-Whitney 
test when necessary.  Data from the comet assay, micronu-
cleus test and lipid peroxidation assay are expressed as the 
mean±SD, and statistical significance was determined by one-
way ANOVA followed by Tukey’s test.  In all comparisons, 
P<0.05 was considered to indicate statistical significance.  

Results
Neurobehavioral parameters 
Figure 2 shows the behavioral patterns of mice given saline 
or aripiprazole (1, 3, or 10 mg/kg) during a 5-min exploration 
period in an open field after acute treatment.  The number of 

crossings and rearings was lower in the groups that received 
aripiprazole compared to the control group (P<0.05); however, 
it was not lower than the Tween group, suggesting that aripip-
razole affected the locomotion or exploration of the animals in 
this task.  The latency to start locomotion was different only in 
the group that received aripiprazole 1 mg/kg (P<0.05).

Figure 3 shows the effect of aripiprazole on the open field 
task after a 5-d treatment.  Aripiprazole decreased the cross-
ings performed in all doses tested (P<0.05), although it did 
not affect rearings (P=0.086) and latency to start locomotion 
(P=0.182).  

Short- and long-term memory retention of inhibitory avoid-
ance was evaluated in different animals that received aripipra-
zole (Figure 4).  There were no significant differences in train-
ing performed among the groups (P=0.819).  For both the STM 
and LTM, aripiprazole increased the step-down latency in all 
doses tested (P<0.05), which indicates that the drug has the 
potential to improve the memory of animals in this task after 
acute treatment.

Figure 2.  Effect of aripiprazole (1, 3, or 10 mg/kg) pretest administration 
on the following: (A) latency to start locomotion, (B) number of crossings 
performed and (C) number of rearings performed during a 5-min explora-
tion period of an open field.  Animals received an ip injection of saline, 
Tween or aripiprazole 30 min prior to the locomotory behavior test in the 
open field (acute treatment).  Data are expressed as the mean±SEM.  
n=10 animals per group.  bP<0.05 compared to the saline group; ANOVA/
Duncan’s test.
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Genotoxic parameters
For the acute treatment, aripiprazole did not induce DNA 

damage in the blood and in brain tissues collected 3 h (blood) 
and 24 h (blood and brain) after administration (data not 
shown).  However, doses administered for 5 d led to an 
increase in DI in the peripheral blood of the treated groups 
compared to the saline or Tween groups (Table 1).  In the 
brain, DI values obtained from groups treated with aripipra-
zole were not significantly different from those of the controls 
groups.  

The frequency of micronuclei in the aripiprazole-treated 
groups was similar to the values obtained for the saline or 
Tween groups in both the acute and subchronic treatments 
(Table 2).  There was no toxicity in the bone marrow because 
the PCE:NCE ratio did not decrease significantly in either of 
the two treatments (data not shown).

Lipoperoxidation
Table 3 shows the results of lipid peroxidation evaluated in 

Table 1.  DNA damage after subchronic treatment with aripiprazole in 
mice. 

                                                                    Blood               Brain
             Groups                       DI* (mean±SD)          DI (mean±SD)
 
 Saline 39±5  207±60
 Tween 39±4  190±34
 Aripiprazole 1 mg/kg 47±3  132±32
 Aripiprazole 3 mg/kg 51±5c  161±62
 Aripiprazole 10 mg/kg 58±7c  174±54
 Positive control# 77±27c  389±6c

n=5 animals per group.  *DI (damage index) can range from 0 (completely 
undamaged.  100 cells×0) to 400 (with maximum damage 100 cells×4).
#Positive control: blood or brain cells from the saline group treated ex vivo 
with hydrogen peroxide 0.20 mmol/L.  cP<0.01 statistically significant 
difference from the saline and tween groups (ANOVA Tukey’s test).

Table 2.  Frequency of micronucleus in bone marrow of mice after acute 
and subchronic treatments with aripiprazole. 

                                                        Acute treatment     Subchronic treatment
         Groups                 MNPCE in 2000 PCE   MNPCE in 2000 PCE
                                                             mean±SD          mean±SD
 
 Saline 1.14±0.38 1.15±0.37
 Tween 1.20±0.45 1.86±1.60
 Aripiprazole 1 mg/kg 1.80±1.79 1.43±1.90
 Aripiprazole 3 mg/kg 2.25±1.50 1.40±0.89
 Aripiprazole 10 mg/kg 1.40±0.89 2.86±2.49
 Positive control 10.0±5.29c         –

n=5 animals per group.  Positive control: cyclophosphamide (25 mg/kg).  
MNPCE: micronucleated polychromatic erythrocytes (PCE).  cP<0.01: 
statistically significant difference from the saline group (ANOVA Tukey’s 
test).

Figure 3.  Effect of repeated aripiprazole (1, 3, or 10 mg/kg) admini-
stra tion on the following: (A) latency to start locomotion, (B) number of 
crossings performed and (C) number of rearings performed during a 5-min 
exploration period of an open field.  Animals received an ip injection of 
saline, Tween, or aripiprazole for 5 d (subchronic treatment).  Behavioral 
parameters were recorded 30 min after the last administration.  Data 
are expressed as the mean±SEM.  n=8–10 animals per group.  bP<0.05 
compared to the saline group; ANOVA/Duncan's test.

Figure 4.  Effect of pretraining administration (ip) of saline, Tween or 
aripiprazole (1, 3, or 10 mg/kg) on STM (1.5 h after training) and LTM 
(24 h after training) in inhibitory avoidance.  n=11–15 animals per group.  
bP<0.05 compared to the saline group; Kruskal-Wallis/Mann-Whitney test.
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the liver tissue after subchronic treatment.  Aripiprazole did 
not increase lipid damage in this tissue.

Discussion
Neurobehavioral parameters 
This work reports the effects of aripiprazole on memory and 
locomotor activity in mice using the inhibitory avoidance and 
open field tasks.  The experiments showed that this antipsy-
chotic drug was able to decrease the crossings and rearings 
measured 30 min after only one administration (Figure 2).  
However, when the animals received aripiprazole for 5 d, a 
decrease was observed only in the crossing parameter (Figure 
3), suggesting that the drug can affect both the locomotor and 
exploratory activities when administered as an acute dose.  
The group of animals treated with one dose of aripiprazole 
(1 mg/kg) exhibited a significant increase in latency time in 
beginning locomotion in the open field task, which reveals a 
decrease in motivation.  This effect was not observed after 5 d 
of treatment.

Some works studied the effect of aripiprazole on locomotion 
and exploration in animals.  Used alone, aripiprazole (2.5 and 
5 mg/kg) decreased the locomotor activity measured during 
a 60-min period in mice[20].  In the same study, aripiprazole 
antagonized amphetamine- (2 mg/kg) or ethanol-induced 
(1.75 g/kg) locomotor stimulation[21].  Therefore, aripiprazole 
attenuated LY-341495-induced hyperactivity, a metabotropic 
glutamate receptor antagonist[20].  

Another study reported that aripiprazole was able to 
decrease total locomotor activity in a dose-dependent manner, 
causing marked locomotor suppression 1 h after oral treat-
ment with 0.3 and 1 mg/kg doses[4].  In the same work, arip-
iprazole was administered for 7 d, and the locomotor activity 
was recorded 24 h after the last treatment.  Contrasting with 
the single treatment, repeated treatment with aripiprazole had 
no effect on locomotor activity.

Here, we observed that a single aripiprazole dose (1, 3, or 10 
mg/kg) affected both locomotor and exploratory activities, but 
after a 5-d treatment, only the crossing parameter was altered.  
The difference between the behavioral results obtained in the 
present study and those by Nagai et al[9] can be associated with 
the aripiprazole doses and the animal species used in these 
treatments.  

Phencyclidine [1-(1-phenylcyclohexyl) piperidine hydro-
chloride (PCP)], a noncompetitive N-methyl-D-aspartate 
receptor antagonist, impairs the animals’ performance in the 
novel object recognition task.  In another study, the single or 

repeated treatment with aripiprazole, but not haloperidol, 
revealed that aripiprazole was able to ameliorate the cognitive 
impairment induced by treatment with PCP.  This effect was 
blocked by co-treatment with dopamine D1 and 5-HT1A antag-
onist receptors, suggesting that behavior triggered by aripipra-
zole can be associated with dopamine D1 and serotonin 5-HT1A 
receptors[9].  

Enomoto et al[5] showed that aripiprazole did not affect ani-
mal performance in the Morris water maze and radial-arm 
maze tests.  The authors also observed that the drug showed 
no ameliorating effect on MK-801-induced impairment of 
learning and memory in these tasks, which indicated that 
there was no activity at the NMDA glutamate receptors.  

However, 10 mg/kg of aripiprazole, but not 1 or 3 mg/kg, 
impaired the passive-avoidance response[4].  These results dis-
agree with what was observed in our study, which shows a 
memory improvement caused by aripiprazole administration.  
This can be associated with the differences in the tasks and the 
administration route (we used the ip route to administer the 
drugs).  

The inhibitory avoidance task reveals how averse an animal 
may become when faced with some negative stimuli, and it 
involves associative behavior because the animal has to avoid 
the shock to the paws.  Here, we reported that aripiprazole 
caused significant changes in STM and LTM in the inhibitory 
avoidance task, with an improvement in the performance of 
the animals (longer latency to climb down the platform) when 
compared to the control group.  The inhibitory avoidance task 
has been used to hypothesize that several biochemical mecha-
nisms may influence memory[22, 23].  This task is heavily depen-
dent on the hippocampus, where a sequence of molecular 
events takes place.  However, the task is also governed by the 
events occurring in the entorhinal and parietal cortex because 
it is also intensely modulated by the basolateral nucleus of the 
amygdala and influenced by a different sequences of molecu-
lar events[24].  Aripiprazole presents a novel action mechanism, 
and it is able to modulate several different receptors[25].  The 
action mechanism of aripiprazole has not been fully clarified, 
which may hinder the interpretation of the data obtained in 
the present study.  Serotonin 5-HT1A and 5-HT2A receptors are 
suggested to play important roles in cognitive functions[4].  
Therefore, the effects on memory shown here might be 
involved in the actions of aripiprazole on those receptors.  

Genotoxic parameters
The comet assay was used to detect recent DNA damage, such 
as single and double strand breaks, alkali-labile sites, DNA-
DNA and DNA-protein crosslinks[26].  Three hours after the 
last administration in subchronic treatment, blood and brain 
samples were collected from the same animals that had been 
tested in the open-field task to conduct the comet assay.  An 
increase in DNA damage in the blood was observed, indicat-
ing a genotoxic effect (Table 1).  Class 1 damage was the most 
frequent among the aripiprazole-damaged cells, which is con-
sidered a reparable minimal damage (Figure 5).  

The micronucleus test was used to detect clastogenic/

Table 3.  TBARS (thiobarbituric acid reactive substances) values (nmol/mg 
protein) in liver of mice after subchronic treatment with aripiprazole.

      
Saline              Tween

           Aripiprazole      Aripiprazole     Aripiprazole
                                                      1 mg/kg         3 mg/kg          10 mg/kg
 
 0.72±0.23 0.65±0.13 0.62±0.26 0.53±0.13 0.42±0.17

n=7 animals per group.   
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aneugenic activities, which leads to an increasing frequency 
of micronuclei, and suggests mutagenic effects at the chro-
mosomal level[15, 26].  Aripiprazole has shown positive results 
in mutagenicity assays[27].  Here, an increase in the frequency 
of micronuclei in the PCE of bone marrow was observed, 
although it was not in a dose-dependent manner and had no 
statistically significant values (Table 2).  

In the brain tissue, aripiprazole did not induce DNA dam-
age in any of the treatments (Table 1), although it caused 
impairment of neurobehavioral performance.  Conversely, 
DNA damage levels in the aripiprazole-treated groups were 
lower than in the control groups, though not significantly (Fig-
ure 5).  Thus, aripiprazole showed weak systemic genotoxicity, 
inducing DNA damage in the blood and a tendency to protect 
brain tissue.  

This result corroborates previous studies demonstrating the 
beneficial effects of aripiprazole on neuronal functions.  Antip-
sychotic drugs, such as aripiprazole, consistently increased 
N-acetylaspartate (NAA) levels, pointing to a usual thera-
peutic response of increased neuronal viability[28].  Another 
study has suggested that aripiprazole inhibits glutamate 
release from rat prefrontocortical nerve terminals, probably 
by the activation of dopamine D2 and 5-HT1A receptors, which 
subsequently results in the reduction in nerve terminal excit-
ability and downstream activation of voltage-dependent Ca2+ 
channels through a signaling cascade involving PKA.  These 
actions of aripiprazole may contribute to its neuroprotective 
effect in excitotoxic injury[29].  In SH-SY5Y human neuroblas-
toma cells, aripiprazole increased the levels of brain-derived 
neurotrophic factor (BDNF)-mediated signaling, suggesting 
that aripiprazole offers neuroprotective effects on human neu-
ronal cells[30].

Lipoperoxidation
It is known that aripiprazole is metabolized in the liver by 

cytochrome P450 3A4 (CYP3A4) and CYP2D6 to dehydroarip-
iprazole, an active metabolite[31, 32].  In this sense, aripiprazole 
was not able to increase the TBARS values, suggesting no 
induction of lipid peroxidation.  

TBARS is a measure of major oxidative degradation prod-
ucts, such as lipid hydroperoxides from unsaturated fatty 
acids of the membrane, which have been implicated in psy-
chiatric diseases, including schizophrenia[33–35].  In the rat 
brain, aripiprazole has been shown to diminish TBARS in the 
prefrontal cortex, and it did not alter protein carbonyl content 
when compared to the control group, indicating that the com-
pound does not induce oxidative damage[36].  Our results cor-
roborate those findings, suggesting protective effects of aripip-
razole on lipids.  A small decrease was observed in the TBARS 
values, but this lacked statistical significance (Table 3).  Fur-
thermore, 2.5 mg/kg aripiprazole administered for 28 d has 
been shown to decrease lipid peroxidation in the brain cortex 
and plasma in depression-induced rats by chronic mild stress, 
indicating a protective effect of this drug on oxidative stress[37].  
In another study, aripiprazole increased succinate dehydro-
genase activity in the prefrontal cortex, suggesting that it may 
reverse a possible reduction in metabolism involved in the 
pathophysiology of neuropsychiatry disorders[38].  

In conclusion, aripiprazole improved STM and LTM in the 
inhibitory avoidance task.  These findings are in accordance 
with studies that have shown that atypical antipsychotics 
may improve cognitive tasks[2, 6].  Aripiprazole decreased 
baseline DNA damage in brain tissue, which suggests a neu-
roprotective effect, and no cytotoxic or mutagenic effects were 
detected.  However, this drug showed a potential to impair 
motor activity.  In addition, the reparable DNA damage in the 
blood in the subchronic treatment suggests that aripiprazole 
might affect genomic stability.  Therefore, further studies are 
necessary to assess the molecular mechanisms of aripiprazole 
on motor, exploratory, and genotoxic activities in chronic 
treatments to guarantee its safe use.
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Introduction
Snake venoms and several neurotoxins isolated from venoms 
have demonstrated potent analgesic activity in animal models 
of pain.  A previous study reported that crotalus dirissus terrifi-
cus venom administered subcutaneously inhibited the migra-
tion of polymorphonuclear cells to the peritoneal cavity before 
and after plantar side injection of carrageenan into the mouse 
right hind paw[1, 2].  Cobrotoxin[3], a short-chain postsynaptic 
α-neurotoxin isolated from Naja naja atra, is reported to have 
analgesic activity and is commercially available in China for 
this purpose[4].  Cobratoxin (CTX), a neurotoxin isolated from 
Naja naja kaouthia, is a high-affinity ligand for the alpha 7 nico-
tinic receptor subtype (α7-nAchR)[5, 6], which can conduct Ca2+ 
ions and thereby directly impact neurotransmitter release [7].  

Our previous studies found that CTX exhibited a dose-
dependent analgesic action in mice as determined by hot-plate 

and acetic acid writhing tests.  The peak effect of analgesia 
was seen 3 h after CTX administration.  Furthermore, naloxone 
failed to block the analgesic effects of CTX, but atropine did 
antagonize the analgesia mediated by CTX in the mouse ace-
tic acid writhing test, indicating that the cholinergic, but not 
opioid system, appears to be involved in the antinociceptive 
action of CTX[8].  It is not currently known whether CTX inhib-
its inflammatory pain.  The present study evaluated analgesic 
effects of CTX in a rat model of inflammatory pain induced by 
formalin.

Injection of formalin into rat paws is a valid and reliable 
model of inflammation-mediated nociception.  Intradermal 
injection of formalin into the paw induces a biphasic nocicep-
tive response evidenced by flinching, licking or biting of the 
affected paw.  Two phases of the response can be observed: 
an early phase starting immediately after injection and lasting 
for 0–15 min and a late phase from 20 to 60 min after injec-
tion.  It is now known that the first phase is due to the direct 
action of formalin on nociceptors, whereas the second phase 
is mediated by a combination of peripheral input and spinal 
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cord sensitization[9–11].  This makes the formalin test a well-
accepted animal model for studying pain[9].  The formalin test 
is a chemically induced tonic pain model in which the biphasic 
changes of nociception are considered a molecular basis for 
neuropathic pain, particularly during the second phase of the 
test, during which most clinically used drugs against neuro-
pathic pain are active.  Opioid analgesics such as codeine and 
nalbuphine appear to be antinociceptive for both phases[12, 13].  
In contrast, NSAIDs such as diclofenac and lumiracoxib sup-
press pain only in the second phase[14–16].  The present study 
examined the effects of CTX from Naja naja kaouthia on the 
nociceptive response by intradermal administration of forma-
lin and the involvement of the opioid and cholinergic systems 
in its analgesic effects.  

Materials and methods
Animals 
Male Sprague-Dawley rats weighing 180 to 220 g were pur-
chased from the Experimental Animal Center of Soochow 
University and housed in a climatically controlled room (tem-
perature 18–22 ºC; humidity 40%–80%; 12 h light/dark cycle 
with lights on at 7:00 AM) with food and water available ad 
lib.  Animals were acclimated to the housing conditions and 
handled for 3–4 d before experiments.  All experiments were 
performed between 08:00 AM and 16:00 PM.  All experimental 
procedures were conducted according to the NIH Guidelines 
for the Care and Use of Laboratory Animals (NIH Publica-
tion No 80–23, revised 1996).  The experimental procedures 
were approved by the Committee on Animal Care and Use of 
Soochow University.

Drug injections 
CTX was obtained from ReceptoPharm Inc (Fortlaudale, 
Florida, USA) and dissolved in 0.9 % saline.  The doses of CTX 
used were 25, 34, and 45 µg/kg, and these were administered 
ip at a volume of 2 mL/kg 3 h prior to formalin injection.  
Naloxone, atropine, mecamylamine, methyllycaconitine and 
PNU282987 were obtained from Sigma (St Louis, MO, USA), 
dissolved in 0.9% saline and administered ip at a volume of 2 
mL/kg.  Some mice received an ip injection of naloxone (0.25 
and 5 mg/kg) or atropine (0.25 and 5 mg/kg) 2.5 h prior to 
formalin injection, and some were injected with mecamylam-
ine (3 mg/kg) or methyllycaconitine (3 mg/kg) 1 h before the 
formalin injection.  PNU282987 (3 mg/kg) was administered 
30 min prior to formalin injection.  The time intervals used 
for agonist and antagonist administration were adapted from 
previous studies[8].  For control rats, 0.9% saline solution was 
injected at a volume of 2 mL/kg.  

Formalin test
For all experiments, animals were habituated to the formalin 
test environment by placing them in the test apparatus (Plexi-
glass chamber 16 cm×15 cm×15 cm) for 2 h prior to the injec-
tion of formalin.  Subjects were then given an ip injection of 
either CTX or saline, followed by an sc injection of 5% forma-
lin (volume of 50 µL) into the plantar surface of the right hind 

paw 3 h later.  Immediately after the formalin injection, licking 
time was recorded in 5-min intervals for 1 h.  

During each experiment, the time that the animal spent in 
licking the injected paw was recorded every 5 min for 1 h, and 
results are shown as the total time spent on licking in each 
phase.  Phase 1 was defined as the period of time beginning 
immediately after the formalin injection and lasting for 15 
min.  Phase 2 was defined as beginning 20 min post-formalin 
injection and lasting until 1 h post-injection.  Behaviors during 
each phase are presented as the sum of the total seconds spent 
on licking during that phase.  

Statistical analysis
All data were analyzed using a one-way ANOVA.  Post hoc 
comparisons were performed using Student’s t-test.  P<0.05 
was considered statistically significant.  Calculations were per-
formed using the SPSS 10.0 statistical package.

Results
Formalin response 
Intradermal injection of 5% formalin 50 µL into the right hind 
paw produced a consistent licking response in rats.  A bipha-
sic nociceptive behavior occurred immediately in Phase 1 and 
then diminished gradually (0–15 min), followed by a quiescent 
period (16–19 min), and then occurred again in Phase 2 (20–60 
min) (Figure 1).

Antinociceptive effects of CTX on formalin-induced inflammatory 
pain
As shown in Figure 1, formalin-evoked biphasic nociceptive 
responses induced an early, short-lasting response (Phase 
1, 0–15 min post-injection) followed by a late, prolonged 
response (Phase 2, approximately 20–60 min post-injection).  
Licking time evoked by formalin in both Phase 1 and Phase 2 
were reduced in a dose-dependent manner by pretreatment 
with CTX (20, 34, and 45 µg/kg, ip).  Licking time in Phase 1 
decreased from 118.60±12.96 s (saline) to 100.40±16.00 s (CTX 
20 µg/kg, P>0.05), 86.21±11.14 s (CTX 34 µg/kg, P<0.05), and 
65.41±15.09 s (CTX 45 µg/kg, P<0.05).  Licking time in Phase 2 
decreased from 497.20±62.08 s (saline) to 425.20±35.31 s (CTX 
20 µg/kg, P>0.05), 319.41±28.72 s (CTX 34 µg/kg, P<0.05), and 

Figure 1.  Formalin-induced pain response in rats.  Injection of formalin 
into the plantar surface of the right hind paw produced a typical pattern of 
licking behavior.  The licking time was recorded in 5-min intervals for 1 h.  
Licking time is shown as the mean±SEM from 10 rats per group.
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295.01±38.30 s (CTX 45 µg/kg, P<0.05).  No side effect was 
observed in rats after injection of CTX (Figure 2).  

Naloxone did not affect the analgesic effects of CTX on formalin-
induced pain
Naloxone (0.5 and 2.5 mg/kg, ip) alone had no significant 
effect on the formalin-induced nociceptive response in either 
Phase 1 or Phase 2, compared with the saline-treated group.  
CTX (34 µg/kg, ip) combined with naloxone (0.5 and 2.5 
mg/kg, ip) produced significant analgesic effects similar to 
CTX alone.  There was no significant difference between these 
groups, indicating that naloxone failed to affect the analgesic 
effects of CTX (Figure 3).

Atropine inhibited the analgesic effects of CTX on formalin-
induced pain 
As shown in Figure 4, atropine (0.25 and 5 mg/kg) had no 
significant effect on formalin-induced pain response.  When 
CTX (34 µg/kg) was combined with a small dose of atropine 
(0.25 mg/kg), licking time in Phases 1 and 2 slightly increased 
from 94.38±12.99 s to 120.00±10.64 s (Phase 1, P>0.05) and 
338.22±34.24 s to 364.25±65.17 s (Phase 2, P>0.05), respectively 
(Figure 4B).  When CTX (34 µg/kg) was combined with a 
larger dose of atropine (5 mg/kg), licking time in Phases 1 
and 2 increased from 94.38±12.99 to 124.40±24.40 s (Phase 1, 
P<0.05) and 124.40±24.40 s to 460.00±89.20 s (Phase 2, P<0.05) 
(Figure 4B).  These results indicate that a large dose of atropine 
could antagonize the analgesic and anti-inflammatory effects 
exerted by CTX.

Mecamylamine inhibited the analgesic effects of CTX on 
formalin-induced pain
As shown in Figure 5, mecamylamine (3 mg/kg) had a sig-
nificant effect on the CTX (34 µg/kg, ip)-mediated attenu-
ation of formalin-induced pain response.  Licking time in 
Phase 1 increased from 16.71±3.84 s (CTX 34 µg/kg alone) to 

41.20±3.84 s (CTX 34 µg/kg plus mecamylamine 3 mg/kg, 
P<0.05).  Licking time in Phase 2 increased from 94.77±26.09 s 
(CTX 34 µg/kg alone) to 215.96±35.79 s (CTX 34 µg/kg plus 
mecamylamine 3 mg/kg, P<0.05, Figure 5).  These data sug-
gest that mecamylamine could antagonize the analgesic effects 
exerted by CTX.

Methyllycaconitine inhibited the analgesic effects of CTX on 
formalin-induced pain in Phase 1
As shown in Figure 6, methyllycaconitine (3 mg/kg) combined 
with CTX (34 µg/kg, ip) had a significant effect on licking time 
in Phase 1 compared with CTX (34 µg/kg, ip) alone.  Licking 
time in Phase 1 increased from 16.71±3.84 s (CTX 34 µg/kg) to 
47.12±9.92 s (CTX 34 µg/kg and methyllycaconitine 3 mg/kg, 
P<0.05).  However, there was no significant effect on the CTX-
mediated reduction in licking time in Phase 2 (Figure 6), indi-
cating that other nAChRs or mAchRs may have participated 
in the analgesic effects of CTX.  

PNU282987 inhibited the pain response induced by formalin 
PNU282987 had an effect on the formalin-induced nociceptive 

Figure 2.  Effects of CTX on formalin-induced licking responses.  Rats 
received CTX (25, 34, or 45 µg/kg, ip) or saline vehicle, followed by 
intradermal injection of formalin 3 h later.  Licking time is shown as the 
mean±SEM from 10 rats per group.  Phase 1 was defined as the licking 
response 0–15 min after formalin, and Phase 2 was established as the 
licking response 20–60 min after formalin.  bP<0.05 compared with the 
saline group.

Figure 3.  Effects of naloxone on CTX-induced attenuation of the licking 
response induced by formalin.  (A) Effects of systemic naloxone on the 
formalin-induced pain response.  Rats were pretreated with naloxone 
(0.25, 5 mg/kg, ip) and formalin was injected 2.5 h later.  (B) Effects 
of naloxone on CTX-induced attenuation of the licking response after 
formalin injection.  Thirty minutes after injection of CTX (34 µg/kg, ip), 
naloxone (0.25, 5 mg/kg, ip) or saline was injected, followed by formalin 
injection 2.5 h later.  Licking time is shown as the mean±SEM from 10 
rats per group.  
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response (Figure 7).  Licking time in Phase 1 slightly decreased 
from 82.85±11.35 s (saline) to 65.90±16.79 s (PNU282987 

3 mg/kg, P>0.05).  Licking time in Phase 2 decreased from 
295.77±28.39 s (saline) to 186.60±30.49 s (PNU282987 3 mg/kg, 
P<0.05).  These data indicate that CTX may exert its analgesic 
action against inflammatory pain by activating nicotinic recep-
tors, including α7-nAChR.  

Discussion
The mechanism underlying formalin-induced pain behavior 
involves a complex series of events including peripheral and 
central biphasic responses.  The first phase of the response is 
driven directly by formalin stimulating to peripheral nocice-
ptors, thereby producing an acute barrage of activity in the 
dorsal horn.  The second phase is thought to be the conse-
quence of ongoing afferent input maintained by inflammatory 
mediators acting on peripheral nociceptors[17–19] and functional 
changes in central pain processing[20].  

In the present study, we evaluated the antinociceptive 
effects of CTX on formalin-induced inflammatory pain.  Our 
results show that CTX exhibited a dose-dependent analgesic 

Figure 4.   Effects of atropine on CTX-induced attenuation of the licking 
response after formalin injection.  (A) Effects of systemic atropine on 
formalin-induced pain response.  Rats were pretreated with atropine (0.25 
and 5 mg/kg, ip) and formalin was injected 2.5 h later.  (B) Effects of 
atropine on CTX-induced attenuation of licking responses after formalin 
treatment.  Thirty minutes after CTX injection (34 µg/kg, ip), atropine (0.25 
and 5 mg/kg, ip) or saline was injected, followed by formalin 2.5 h later.  
Licking time is shown as the mean±SEM from 10 rats per group.  bP<0.05 
compared with the CTX (34 µg/kg) alone group.

Figure 5.  Effects of mecamylamine on CTX-induced attenuation of the 
licking response after formalin injection.  Mecamylamine (3 mg/kg, ip) or 
saline was administered 2 h after CTX injection (34 µg/kg, ip), followed by 
formalin 1 h later.  Licking time is shown as the mean±SEM from 10 rats 
per group.  bP<0.05, cP<0.01 compared with the saline group; eP<0.05, 
fP<0.01 compared with the CTX (34 µg/kg) alone group.

Figure 6.  Effects of methyllycaconitine on CTX-induced attenuation of the 
licking response after formalin injection.  Methyllycaconitine (3 mg/kg, ip) 
or saline was administered 2 h after CTX injection (34 µg/kg, ip), followed 
by formalin 1 h later.  Licking time is shown as the mean±SEM from 
10 rats per group.  bP<0.05, cP<0.01 compared with the saline group.  
eP<0.05 compared with the CTX (34 µg/kg) alone group.

Figure 7.  Effects of PNU282987 on the formalin-induced licking response.  
Rats received PNU282987 (3 mg/kg, ip), CTX 34 µg/kg or saline vehicle, 
followed by intradermal injection of formalin 1.5 h later.  Licking time is 
shown as the mean±SEM from 10 rats per group.  bP<0.05, cP<0.01, 

compared with the saline group; eP<0.05 compared with the CTX (34 µg/
kg) alone group.
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action on formalin-induced biphasic nociceptive behaviors.  
Naloxone had no impact on CTX-mediated analgesic effects.  
In contrast, atropine at 5 mg/kg (ip) antagonized the analge-
sia mediated by CTX.  The non-selective nAChR antagonist 
mecamylamine attenuated the analgesic effects of CTX.  These 
findings indicate that CTX is effective for attenuating nocicep-
tion induced by inflammation.  Chen et al reported that dose-
dependent antinociceptive effects of CTX were observed in 
mice in the acetic acid and hot-plate model, and atropine but 
not naloxone antagonized the analgesic action of CTX[8].  The 
present results are consistent with this study, and together 
they indicate that the antinociceptive and anti-inflammatory 
effects of CTX have no association with the opioid system but 
do involve the cholinergic system.  

These data show that atropine antagonized the analgesic and 
anti-inflammatory effects of CTX on formalin-induced pain in 
Phase 1 and Phase 2.  Atropine is a competitive nonselective 
antagonist of central and peripheral muscarinic acetylcholine 
receptors (mAChR).  Wang et al have shown that a subtle rela-
tionship exists between nicotinic and muscarinic receptors in 
triggering central cholinergic function[21–23].  They also demon-
strated that activation of α7 receptors can modulate Muscatine 
receptors in rat superior cervical ganglion neurons[24] and that 
α-neurotoxins may be considered potent nAChR antagonists, 
making them efficient paralyzing agents[25].  Therefore, it is 
possible that the activation of muscarinic receptors, which 
leads to antinociceptive effects, may occur after α7 receptors 
are inhibited by CTX.  

It has been proposed that CTX preferentially targets the 
alpha 7 and alpha 1 nAChRs in nerve and muscle tissue, 
respectively, and function by preventing the activation of 
these acetylcholine receptors in pre- and post-synaptic mem-
branes.  The involvement of alpha 7 nicotinic receptors in 
nicotinic analgesia has been assessed in mice.  Choline, a α7 
receptor agonist, has dose-dependent antinociceptive effects 
on formalin tests in mice.  Methyllycaconitine significantly 
blocked the effects of choline.  These studies suggested that 
activation of alpha 7 receptors in the central nervous sys-
tem elicits antinociceptive effects in an acute thermal pain 
model[26].  In the present study, we found that mecamylamine 
blocked CTX-mediated analgesic effects in Phase 1 and Phase 
2, while methyllycaconitine inhibited CTX’s analgesic action in 
Phase 1.  Moreover, PNU282987 mimicked the effects of CTX 
in formalin-induced inflammatory pain responses, suggesting 
that CTX might induce activation of α7-nAChR through indi-
rect mechanisms in vivo.  However, methyllycaconitine did 
not block the formalin-induced Phase 2 nociceptive response.  
These results indicate that, in addition to α7-nAchR, other 
mAchRs or nAChRs are also involved in CTX’s analgesic 
action.

In summary, the present study demonstrated that ip injec-
tion of CTX, a long-chain α-neurotoxin from Naja naja kaouthia, 
could dose-dependently decrease formalin-induced inflamma-
tory pain in rats and that this activity is mediated by activation 
of the cholinergic but not the opioid system.
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Introduction
It is well known that human embryonic stem (hES) cells, one 
of the most promising pluripotent stem cell source for the 
treatment of many incurable diseases, can differentiate into 
the majority of cell types including cardiomyocytes[1–3].  In 
2001, Kehat and the colleagues firstly reported a spontaneous 
embryoid body (EB)-based protocol of hES cell differentia-
tion into cardiomyocytes[2].  In that study, the spontaneously 
beating areas appeared in only 8.1% of EBs, indicating the 
efficiency of differentiation was typically low.  It is therefore 
preferable to use specific differentiation agents to elevate the 
efficiency of cardiomyocyte differentiation from hES cells.  To 
date, however, only a few factors, such as bone morphogenetic 

proteins (BMPs)[4–6], fibroblast growth factors (FGFs)[7] or mem-
bers of Wnt family[8], have been shown to enhance cardiomyo-
cyte differentiation from hES cells.  Therefore, identifying new 
cardiogenic factors is absolutely necessary to establish a more 
efficient cardiomyocyte differentiation protocol of hES cells.

Ghrelin, a 28-amino-acid peptide identified as the first 
endogenous ligand for the growth hormone secretagogue 
receptor (GHS-R)[9], is found mainly in stomach and hypothal-
amus where it exercises biological activities such as regulating 
food intake and stimulating the release of growth hormone 
(GH)[9–12].  It has been recently reported that ghrelin is also 
synthesized and secreted by cardiomyocytes[13] and that ghre-
lin treatment inhibits cell death and apoptosis and promotes 
cell proliferation in cardiomyocytes[14].  In addition, several 
studies have shown that ghrelin is involved in regulating the 
differentiation of mesoderm-derived precursor cells including 
premyocyte[15, 16], osteoblast[17], and preadipocyte[18, 19] either in 
vivo or in vitro.  However, whether ghrelin has a potential role 
in the differentiation of cardiomyocytes derived from stem 
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cells remains to be clarified.
In the present study, we investigated whether ghrelin 

affected the differentiation of hES cells into cardiomyocytes 
and, if so, whether GHS-R1α mediated the effect of ghrelin.  
Our data show for the first time that ghrelin significantly 
enhances the generation of beating cardiomyocytes from hES 
cells, which is likely mediated via an unidentified subtype of 
ghrelin receptor rather than GHS-R1α.  Therefore, our study 
might provide an insight to create an effective strategy for 
promoting differentiation of hES cells into cardiomyocytes.

Materials and methods
Regents
KnockOutTM Dulbecco’s modified Eagle’s medium (DMEM), 
KnockOutTM serum replacement (SR), nonessential amino acids 
solution (NEAA), L-glutamine, β-mercaptoethanol, collagenase 
IV and DMEM/F12 medium were purchased from Invitrogen 
(Carlsbad, CA, USA).  Fetal bovine serum (FBS) was obtained 
from Hyclone (Logan, UT, USA).  Dispase, gelatin, penicillin, 
streptomycin and D-[lys3]-GHRP-6 (D-lys3 growth hormone 
release peptide-6) were purchased from Sigma (St Louis, MO, 
USA).  Basic fibroblast growth factor (bFGF) was purchased 
from PeproTech (Rocky Hill, NJ, USA).  Collagenase B was 
purchased from Roche (Basel, Switzerland).  Human ghrelin 
was purchased from Phoenix (Burlingame, CA, USA).  Para-
formaldehyde, phosphate buffered saline (PBS), triton X-100, 
4’,6-diamidino-2-phenylindole (DAPI) and normal goat serum 
were purchased from Zhongshan Biotechnology Company 
(Beijing, China).  Rabbit anti-cardiac troponin I (cTnI) antibody 
and rabbit anti-α-MHC antibody were purchased from Sigma.  
Mouse anti-Oct4 antibody and mouse anti-α-actinin antibody 
were obtained from Chemicon (Temecula, CA, USA).  Mouse 
anti-β-actin antibody, tetramethyl rhodamine isothiocyanate 
(TRITC)-conjugated goat anti-rabbit IgG and fluorescein 
isothiocyanate (FITC)-conjugated goat anti-mouse IgG were 
purchased from Zhongshan Biotechnology Company.  IRDye 
800CW conjugated goat anti-rabbit IgG and goat anti-mouse 
IgG were purchased from LI-COR Biosciences (Lincoln, NE, 
USA).  The primers for RT-PCR and real-time RT-PCR were 
obtained from Beijing Aoke Biotechnology Company (Beijing, 
China).

Culture and differentiation of hES cells
The hES cell line PKU1.1, established by the Reproductive 
Medical Center of Peking University Third Hospital, was 
cultured as described previously[20].  Briefly, undifferenti-
ated hES cells were propagated on irradiated mouse embry-
onic fibroblast (MEF) feeder layers in KnockOutTM DMEM 
supplemented with 20% (v/v) KnockOutTM SR, 1% (v/v) 
NEAA, 2 mmol/L L-glutamine, 4 ng/mL bFGF, 0.1 mmol/L 
β-mercaptoethanol, 50 IU/mL penicillin, and 50 mg/mL strep-
tomycin.  The cells were passaged every 5–7 d by incubation 
in 1 mg/mL collagenase IV.

For differentiation, the hES cells were dispersed into small 
clumps by incubation with 1 mg/mL dispase and were then 
transferred to ultra low attachment 6-well plates (Corning, 

NY, USA) for 5-d suspension culture to form EBs in the differ-
entiation medium DMEM/F12 medium containing 20% (v/v) 
FBS, 2 mmol/L L-glutamine, 1% (v/v) NEAA and 0.1 mmol/L 
β-mercaptoethanol.  The medium was changed every day.  
Human ghrelin was simultaneously added to the differentia-
tion medium at the final concentrations of 0.1 or 1 nmol/L 
in the presence or absence of 1 μmol/L D-[lys3]-GHRP-6, a 
specific antagonist of GHS-R1α.  The formed EBs were then 
transferred to and plated on 0.1% gelatin-precoated 96-well 
plates (Corning) with one EB per well, and cultured for addi-
tional 13 d in the same medium which was changed every 2 d.  
The plates with attached EB cultures were carefully observed 
under a phase contrast microscope for the appearance of 
rhythmic beating areas within EBs, which indicated the car-
diomyocyte differentiation.  The control group was cultured in 
the aforementioned medium without ghrelin and/or D-[lys3]-
GHRP-6 throughout the whole differentiation procedure.  The 
numbers of beating EBs and total EBs were counted, and the 
cumulative percentages of beating EBs were calculated.  Four 
independent experiments were done in each group and at 
least 100 EBs were included in each experiment.

Immunofluorescent and cytochemical staining
The hES cells were fixed in 4% (v/v) paraformaldehyde for 20 
min at room temperature (RT) and blocked for 30 min at RT 
with 10% normal goat serum, followed by incubation with 
mouse anti-Oct4 antibody (1:100) at 4 oC overnight.  For immu-
nostaining of differentiated cells, the beating areas within EBs 
were dissected and dispersed into single cells using 1 mg/mL 
collagenase B.  Dispersed cells were plated on 0.1% gelatin-
precoated glass coverslips, cultured for additional 2 d and 
then immunostained with rabbit anti-cTnI (1:100) and mouse 
anti-α-actinin (1:200) antibodies.  After washing, the cells were 
incubated with the diluted secondary antibodies, TRITC-
conjugated goat anti-rabbit IgG or FITC-conjugated goat 
anti-mouse IgG, at RT for 30 min, followed by washing and 
stained with DAPI.  Images were captured under a fluores-
cent microscope (Nikon, Kanagawa, Japan) or a confocal laser 
microscope (Carl Zeiss, Oberkochen, Germany).  Negative 
controls were performed by using corresponding isotype sera 
to replace the primary antibodies.

For cytochemical staining of alkaline phosphatase, the hES 
cells were fixed by 4% paraformaldehyde and analysis was 
determined by cytochemical techniques using 5-bromo-4-
chloro-3-indolyl phosphate (BCIP)/nitrotetrazolium blue chlo-
ride (NBT) (Vector Labs, Burlingame, CA, USA) as substrates.  
Images were captured under a phase contrast microscope 
(Nikon).

RT-PCR and real-time RT-PCR
Total RNA samples were prepared from undifferentiated hES 
cells and differentiated EBs with RNeasy Mini Kit (Qiagen, 
Hilden, Germany) according to the manufacturer’s instruc-
tions.  Total RNA was reversely transcribed into cDNA using 
First Strand cDNA Synthesis Kit (Fermentas, Burlington, 
Ontario, Canada).  For analysis of GHS-R1α, reverse transcrip-
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tion reactions were conducted by using 1 nmol/L specific anti-
sense primer (5’-CCCAGAAGTCTGAACACTGCCACC-3’)[21].  
The cDNA was then amplified by PCR using Taq Plus PCR 
Master Mix (Qiagen) or by real-time PCR with an iQ5 real-
time PCR detection system (Bio-Rad, Hercules, CA, USA) as 
described previously[3, 22].  In real-time RT-PCR analysis, the 
expression level of each gene at every checkpoint was normal-
ized to the maximal level observed, which was set as 100%.  
Three tests were performed for each sample at the same time.  
The primer sequences and PCR conditions used in this study 
are listed in Table 1.

Western blot
Cell lysates were extracted from the EBs on d 6, 12, and 18 
of differentiation.  The proteins were separated by 10% SDS-
PAGE, and were electrophoretically transferred to polyvi-
nylidene difluoride membranes.  Blots were then done by 
overnight incubation with rabbit anti-cTnI (1:500), rabbit anti-
α-MHC (1:1000) and mouse anti-β-actin (1:5000), followed by 
a reaction with IRDye 800CW conjugated goat anti-rabbit IgG 
and goat anti-mouse IgG (1:10 000) for 1 h.  Immunocomplexes 
were visualized with the Odyssey infrared imaging system 
(LI-COR, Lincoln, NE, USA).

Statistical analysis
Data are presented as mean±SEM.  Statistical analysis was 
assessed by SPSS statistical package (SYSTAT Software Inc, 

Chicago, IL, USA) with standard Student’s t-test.  P<0.05 was 
considered to be statistically significant.

Results
Differentiation of hES cells into beating EBs
The hES cell line PKU1.1 used in this study had undergone 
72 passages, and thus the features of the cells were assessed 
again here.  The karyotype analysis showed that these cells 
maintained their normal diploid female 46 XX karyotype (data 
not shown).  The hES cells were morphologically character-
ized by flat and compact colony with small cells having a 
high nucleus/cytoplasm ratio and prominent nucleoli (Figure 
1A).  The expression of Oct4 and alkaline phosphatase was 
observed in hES cell colony (Figure 1B–1E), suggesting that 
the pluripotent state of hES cells was well maintained in our 
culture system.

After 5-d suspension culture of hES cells with the differen-
tiation medium, mature EBs as shown by the appearance of 
cystic cavities were observed (Figure 1F).  The EBs were then 
plated in adherent culture condition for further differentia-
tion.  Within 24 h, the EBs attached to the bottom of the plates 
and the monolayer cells spread out from the EBs (Figure 1G).  
The three-dimensional beating areas within the attached EBs 
began to appear in very small proportion of EBs from 1 d after 
plating (d 6 of differentiation).  These beating areas, located in 
the cell mass but not the monolayer cells, were observed and 
recorded (Figure 1H).

Effects of ghrelin on derivation of beating EBs from hES cells
The cumulative percentages of beating EBs among total EBs 
increased gradually after plating on adherent culture plates 
until d 18 of differentiation and then maintained at that level.  
The percentages of beating EBs on d 18 of differentiation were 
12.2% and 18.6% respectively in the groups treated with 0.1 
and 1 nmol/L ghrelin, which were markedly higher than 9.5% 
in the control group (Figure 2A).  On d 12 and 18 of differen-

Table 1.  Primer sequence, annealing temperature and product size of RT-
PCR and real-time RT-PCR analyses.   

       Annealing  Product 
Gene                            Primer sequence                              tempera-    size
         ture (ºC)     (bp)
 
RT-PCR
cTnI Forward: 5′-CCCTGCACCAGCCCCAATCAGA-3′ 66 233
 Reverse: 5′-CGAAGCCCAGCCCGGTCAACT-3′  
α-MHC Forward: 5′-GGGCGGGGAAGACTGTGAAC-3′ 66 481
 Reverse: 5′-CCCAGCACGTCAAAGGCACT-3′  
Oct4 Forward: 5′-GAAGTTAGGTGGGCAGCTTG-3′ 66 376
 Reverse: 5′-AGCTTCCTCCACCCACTTCT-3′  
Nanog Forward: 5′-ATACCTCAGCCTCCAGCAGA-3′ 62 294
 Reverse: 5′-CAGGACTGGATGTTCTGGGT-3′  
GHS-R1α Forward: 5′-CTGCGCTCAGGGACCAGAACCA-3′ 61 205
 Reverse: 5′-GTTGATGGCAGCACTGAGGTAGAA-3′  
GAPDH Forward: 5′-ACAGTCAGCCGCATCTTCTT-3’ 60 289
 Reverse: 5′-CTGGAAGATGGTGATGGGAT-3’  

Real-time RT-PCR
cTnI Forward: 5′-ACACCGAGAAGGAAAACCG-3′ 58 101
 Reverse: 5′-GAAGGCTCAGCTCTCAAACT-3′  
α-MHC Forward: 5′-CAGAGGAGAAAGCTGGCGTC-3′ 64 121
 Reverse: 5′-TTGTCAGCATCTTCGGTGCC-3′  
GAPDH Forward: 5′-TGCACCACCAACTGCTTAGC-3′ 64 87
 Reverse: 5′-GGCATGGACTGTGGTCATGAG-3′

Figure 1.  Characterization of hES cells and their differentiation into 
beating EBs.  (A) Undifferentiated hES cell colony under a phase contrast 
microscope.  (B-D) Immunofluorescent staining for Oct4 expression in 
hES cells: (B) DAPI in blue; (C) Oct4 in green; (D) Merge.  (E) Cytochemical 
staining for alkaline phosphatase in hES cells.  (F) Generation of mature 
EBs characterized by cystic cavities after suspension culture for 5 d.  (G) 
The EBs in adherent culture for further differentiation.  (H) Beating EBs 
observed after d 6 of differentiation culture.  Magnification bars represent 
100 μm.
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tiation, the percentages of beating EBs were 4.9% and 9.5% 
respectively in control group, which were markedly increased 
to 11.1% and 18.6% by treatment with 1 nmol/L ghrelin  
(Figure 2B).  These results indicated that ghrelin increased the 
percentage of beating EBs derived from hES cells in a dose- 
and time-dependent manner.

Effects of ghrelin on the expression of cardiac-specific markers 
in the differentiated EBs
In RT-PCR analysis, genes encoding cTnI and α-myosin 
heavy chain (α-MHC), two cardiac structural proteins, were 
expressed in the EBs on d 18 of differentiation.  The mRNA 
levels of both cTnI and α-MHC were upregulated by 1 nmol/L 
ghrelin.  On the other hand, the pluripotential markers Oct4 
and Nanog, which were highly expressed in the undifferenti-
ated hES cells, were markedly reduced in the differentiated 
EBs (Figure 3A).  Real-time RT-PCR analysis showed that 
cTnI mRNA level was significantly upregulated by 0.1 and 1 
nmol/L ghrelin (Figure 3B).  Furthermore, the mRNA levels 
of cTnI and α-MHC, which were gradually increased from d 6 
to d 18 of differentiation in control group, were much higher 
in the group treated with 1 nmol/L ghrelin on d 12 and 18 
of differentiation (Figure 3C and 3D).  Western blot analysis 
also showed that the protein levels of cTnI and α-MHC were 
upregulated by 1 nmol/L ghrelin (Figure 3E and 3F).  It was 
noteworthy that the time-kinetic effects on the mRNA and 
protein levels of the cardiac-specific markers were in agree-
ment with that on the percentages of beating EBs (Figure 2B 
and 3C-3F).

For further identification of cardiomyocyte differentiation, 
the dispersed cells grown on glass coverslips were assessed 
by immunofluorescent staining.  These cells were double-
positively immunostained with antibodies against both cTnI 
and α-actinin.  Moreover, the alignment of α-actinin staining 
displayed organized sarcomeric striation pattern (Figure 3G).  
These results indicated that the beating areas within the differ-
entiated EBs consisted of cardiomyocytes.

Effects of GHS-R1α blockage on the cardiomyocyte differen-
tiation of hES cells induced by ghrelin
RT-PCR analysis showed that GHS-R1α mRNA was barely 

detectable in the undifferentiated hES cells and was gradu-
ally increased in the EBs from d 6 to d 18 of differentiation 
(Figure 4A).  Therefore, the possible role of GHS-R1α in the 
cardiomyocyte differentiation was tested by adding its spe-
cific antagonist D-[lys3]-GHRP-6.  On d 18 of differentiation, 
the promoting effects of 1 nmol/L ghrelin on the percentage 
of beating EBs and the mRNA expression of cTnI were not 
blocked by 1 μmol/L D-[lys3]-GHRP-6 (Figure 4B and 4C), 
indicating that the induction of cardiomyocyte differentiation 
of hES cells caused by ghrelin was not mediated via GHS-R1α.

Discussion
Ghrelin is a newly identified gut-brain peptide and has been 
demonstrated to have a wide range of functions including 
stimulation of GH release, control of energy metabolism and 
regulation of pancreatic hormone release[9, 11, 12, 23].  Recently, 
it has been demonstrated that ghrelin also has a cardiopro-
tective activity via several mechanisms.  Ghrelin inhibited 
apoptosis induced by high glucose and high free fatty acid 
in isolated mouse and rat cardiomyocytes[14].  In pressure-
overload chronic heart failure rats, left ventricular remodeling 
and dysfunction were improved by treatment with ghrelin[24].  
A pilot clinical study also showed that treatment with ghrelin 
improved left ventricular function and exercise capacity in the 
patients with severe chronic heart failure[25].  However, little is 
known about the role of ghrelin in the heart development dur-
ing embryogenesis or in the differentiation of cardiomyocytes 
from stem cells.

The EB-based differentiation strategy, which imitates the 
early development of embryo, is a basic method to initiate 
cardiomyocyte differentiation of hES cells[2].  The role of ghre-
lin in cardiomyogenesis was investigated on the basis of this 
strategy in the present study.  Our data showed that the per-
centage of beating EBs and the expression of cardiac-specific 
markers cTnI and α-MHC in the differentiated EBs were 
increased by treatment with ghrelin.  These results suggested 
that ghrelin was a potent differentiation-promoting factor for 
hES cell-derived cardiomyocytes.

Numerous studies have shown that ghrelin directly regu-
lates the differentiation of several mesoderm-derived precur-
sor cells.  Ghrelin promoted proliferation and differentiation 
in osteoblastic cell lines and cultured primary osteoblasts in 
vitro[17].  An in vivo study showed that administration of ghre-
lin stimulated osteogenesis of intramembranous bone and 
improved the repair of calvarial bone defect in rats[26].  Ghrelin 
was shown to promote differentiation of isolated rat primary 
preadipocytes.  In GH-deficient dwarf (dw/dw) rats, the infu-
sion of ghrelin induced adipogenesis in bone marrow by a 
direct action[19].  Ghrelin also increased the differentiation of 
premyocytes into myocytes in a mouse premyocyte cell line 
C2C12[16].  Taken together, all the results suggest that ghrelin 
is a differentiation-regulating factor for mesoderm-derived tis-
sue cells.

To elucidate whether ghrelin is involved in derivation of 
cardiomyocyte which is also derived from mesoderm, the car-
diomyocyte differentiation of hES cells was used in the present 

Figure 2.  Effects of ghrelin on the generation of beating EBs.  (A) Dose-
effects of ghrelin on the percentage of beating EBs as evaluated on 
d 18 of differentiation.  (B) Time-kinetic effects of 1 nmol/L ghrelin 
on the percentages of beating EBs as evaluated on d 6, 12 and 18 of 
differentiation.  Each value represents the mean±SEM.  n=4.  bP<0.05, 
cP<0.01 vs control group. 
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study.  Because of unlimited proliferation capacity and multi-
potency, hES cells may be one of the most attractive stem cell 
source used in the field of regenerative medicine in the future.  
However, an efficient in vitro cardiomyocyte differentiation 
protocol must be established before hES cells could be clini-
cally available in treating heart diseases.  Up to now, only a 
few factors have been demonstrated to have a role in promot-
ing cardiomyocyte differentiation from hES cells.  In 2006, a 
study reported that the expression of cardiac-specific markers 
including cTnI and α-MHC was promoted by the combina-
tion of BMP-4 and activin A in the N2/B27-chemically defined 
medium used in hES cell differentiation[4].  However, the ratio 
of beating EBs was not analyzed in that study.  Another study 

assessed cardiomyocyte differentiation from two hES cell lines 
in low FBS-containing medium in the presence of BMP-2, in 
which the cumulative percentages of beating EBs were only 
8.75% and 6.94% respectively by d 28 of differentiation[6].  In 
our study, both real-time RT-PCR and Western blot analyses 
revealed that the expression of cTnI and α-MHC in the ghre-
lin-treated group was markedly higher than that in control 
group.  Furthermore, our data showed that the percentages of 
beating EBs on d 12 and 18 of differentiation were 4.9% and 
9.5% respectively in control group, which were increased to 
11.1% and 18.6% by treatment with 1 nmol/L ghrelin.  It was 
worth noting that the increment in the percentages of beating 
EBs was in accordance with the alteration in the expression 

Figure 3.  Effects of ghrelin on the expression of cardiac-specific markers in differentiated EBs.  (A) RT-PCR analysis for mRNA level in the 
undifferentiated hES cells and the EBs treated with or without 1 nmol/L ghrelin on d 18 of differentiation.  (B) Dose-effects of ghrelin on cTnI mRNA 
expression as evaluated by real-time RT-PCR analysis on d 18 of differentiation.  (C, D) Time-kinetic effects of 1 nmol/L ghrelin on the mRNA expression 
of cardiac-specific markers as evaluated by real-time RT-PCR analysis in the EBs on d 6, 12 and 18 of differentiation: (C) cTnI; (D) α-MHC.  The 
maximum expression levels which were expressed as 100% were used to normalize the expression levels at other time points.  (E, F) Time-kinetic 
effects of 1 nmol/L ghrelin on the protein expression of cardiac-specific markers as evaluated by Western blot analysis in the EBs on d 6, 12 and 18 of 
differentiation: (E) cTnI; (F) α-MHC.  The histograms show the percentage of target protein expression to β-actin, which served as an internal standard.  
Each value represents the mean±SEM.  bP<0.05, cP<0.01 vs control group.  n=4.  (G) Confocal images of immunofluorescent staining for cTnI (red) and 
α-actinin (green) in the dispersed cells from the beating areas within EBs.  Magnification bar represents 20 μm.
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of cTnI and α-MHC.  Our data suggest that ghrelin markedly 
enhances the yield of cardiomyocyte differentiation from hES 
cells.

GHS-R1α is the functional ghrelin receptor and ghrelin 
exerts its biological functions via activation of the receptor sub-
type[9].  In the present study, GHS-R1α was expressed in the 
differentiated EBs.  However, GHS-R1α blockage by D-[lys3]-
GHRP-6 did not alter the promoting effects of ghrelin on the 
percentage of beating EBs and the expression of cTnI, suggest-
ing that the induction of cardiomyocyte differentiation of hES 
cells resulted from ghrelin stimulation was likely mediated via 
an unidentified subtype of ghrelin receptor rather than GHS-
R1α.  Moreover, our preliminary study showed that mitogen-

activated protein kinase (MAPK) pathway was involved in the 
action of ghrelin (data not shown).  Clearly, additional studies 
are needed to investigate the role of the MAPK signaling in 
the cardiomyocyte differentiation induced by ghrelin.

In conclusion, the present study show for the first time that 
ghrelin significantly enhances the generation of beating EBs 
and the expression of cardiac-specific markers in the differ-
entiated EBs generated from hES cells, indicating that ghrelin 
promotes the differentiation of hES cells into myocardial cells.  
Therefore, ghrelin may serve as a useful factor for an effec-
tive method in the induction of cardiomyocyte differentiation 
from hES cells, which may contribute to cardiomyocyte-based 
regenerative medicine.
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Introduction
Aging is considered to be a major risk factor for developing 
atherosclerosis and is also associated with reducing the regen-
erative capacity of the endothelium and causing endothelial 
senescence[1].  Atherosclerosis is a very common condition 
associated with increased cardiovascular risk, and endothelial 
dysfunction is thought to promote its development[2].  How-
ever, the underlying mechanisms remain to be determined.  
Moreover, atherosclerosis is also associated with an increase in 
endothelial cell turnover, and endothelial cell apoptosis plays 
a pivotal role in developing atherosclerotic plaques[3].  

The silent information regulator 2 (Sir2) is an NAD-depen-

dent deacetylase.  It is well known that an overexpression of 
Sir2, or its homologue, can extend the lifespan of a wide range 
of lower eukaryotes, including yeasts, worms and flies[4].  In 
mammals, Sir2 is represented by seven homologues (Sirt1~7), 
of which Sirt1 is the most closely related to the yeast Sir2 and 
has been studied extensively.

Recent studies have demonstrated that Sirt1 plays an impor-
tant role in regulating cell survival by inhibiting apoptosis 
induced by stress[5–7].  Researchers speculate that Sirt1 could 
also regulate cell aging because it has been reported that apop-
tosis and senescence in vascular endothelial cells are closely 
related to atherosclerosis progression.  

In this study, we investigated the ability of Sirt1 to interfere 
with apoptosis and cellular senescence in human umbilical 
vascular endothelial cells (HUVECs) and explored the effect of 
Rhein lysinate (RHL) on Sirt1’s function.

Rhein (4,5-dihydroxy-anthraquinone-2-carboxylic acid) is 
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one of the major bioactive constituents of the rhubarb rhizome 
(R palmatum L or R tanguticum Maxim)[8].  In previous stud-
ies, Rhein was found to have a variety of bioactivities, such as 
inhibiting IL-1 induced chondrocyte activation[9], decreasing 
hypertrophy in mesangial cells[10], inhibiting tumor cell prolif-
eration, and inducing tumor cell apoptosis[11].  In our previous 
study, we also found that a dose of more than 20 µmol/L RHL 
could inhibit tumor cell proliferation, and it acted synergisti-
cally with Taxol when combined, both in vitro and in vivo[12].  
However, less than 20 µmol/L RHL can also improve cell 
viability.  Therefore, we investigated the effect of RHL on cell 
viability in HUVECs and explored its mechanisms.

Materials and methods
Reagents
RHL, the salt of Rhein and lysine, was made in our department 
with 95% purity.  Its structural formula was shown in our pre-
vious article.  Gelatin, 3-(4,5-dimethylthiazol-2-yl)-2,5-diphe-
nyl-tetrazolium bromide (MTT), dimethyl sulfoxide (DMSO), 
collagenase I, and heparin were obtained from Sigma Aldrich 
(Shanghai, China); endothelial cell growth factor (ECGF) was 
purchased from Roche (Shanghai, China); and trypsin was 
purchased from Gibco (Grand Island, NY, USA).  Sirt1 and 
acetyl-p53 (lys382) antibody were purchased from Upstate 
(New York, USA); antibodies against p53, p21, p16INK4a, Bcl-2, 
Bax, and β-Actin were purchased from Santa Cruz Technology 
(Santa Cruz, CA, USA); and secondary antibodies against rab-
bit or mouse were purchased from Cell Signaling Technology 
(Danvers, MA, USA).  Pre-stained Protein Marker p7708V was 
purchased from New England Biolabs Ltd (Pickering, Ontario, 
Canada).  Western Blotting Luminol Reagent and PVDF mem-
brane were purchased from Millipore (Billerica, MA, USA).

Cell culture and determining cell viability
HUVECs isolated from newborn umbilical cord were grown 
in M199 supplemented with 20% fetal bovine serum (FBS)
(Hyclone, Logan, UT, USA) at 37 °C under 5% CO2 in a humid-
ified atmosphere.  Cells were incubated with different concen-
trations of RHL (0, 5, 10, 15, and 20 μmol/L) at 37 °C for 48 h.  
Moreover cells were incubated with 10 μmol/L RHL for 0, 6, 
12, 24, and 48 h.  Cell viability was assessed by MTT method.

Reverse transcription-PCR
The mRNA level of Sirt1 in HUVECs was measured by 
RT-PCR.  Total RNA in HUVECs was isolated with TRI-
zol (Invitrogen, Carlsbad, CA, USA).  After treatment with 
Rnase-free Dnase for 30 min, the total RNA (50 ng/μL) was 
reverse transcribed with oligo d(T) primers.  The Sirt1 tran-
scription level relative to GAPDH was determined by means 
of RT-PCR.  The following primers were used: Sirt1 forward 
(F) 5’-CCTGACTTCAGATCAAGAGACGGT-3’, reverse (R) 
5’-CTGATTAAAAATGTCTCCACGAAC AG-3’; GAPDH 
F 5’-ACCACAGTCCATGCCATCAC-3’, R 5’-TCCACCAC-
CCTGTTGCTGTA-3’[13].  Amplification was performed on an 
Eppendorf thermocycler for 30 cycles with denaturing at 94 °C 
for 30 s, annealing at 58 °C for 40 s, and extension at 72 °C for 

1.5 min.

Immunoblot analysis
Cells were lysed on ice for 30 min in lysis buffer [50 mmol/L 
HCl, pH 7.6, 150 mmol/L NaCl, 1% NP-40, 0.1% sodium dode-
cyl sulfate (SDS), 1 mmol/L dithiothreitol, 1 mmol/L sodium 
vanadate, 1 mmol/L phenylmethylsulfonyl fluoride, 10 µg/
mL aprotinin, 10 µg/mL leupeptin, and 10 mmol/L sodium 
fluoride].  Equal amounts of protein were separated by SDS-
polyacrylamide gel electrophoresis and then transferred to 
nitrocellulose filters.  First, the membrane was inoculated in a 
blocking buffer containing BSA (1%) and Tween 20 (0.1%, v/v) 
in PBS (PBS/Tween 20) at room temperature for 1 h.  Then, 
it was inoculated overnight at 4 °C with the proper primary 
antibodies.  Finally, it was inoculated with the proper second-
ary antibodies at room temperature for 2 h.  Each membrane 
was developed using an enhanced ChemiImager5500 chemilu-
minescence system (Alpha Innotech Corporation, Miami, FL, 
USA).

RNA interference
Synthetic Sirt1 small interfering RNA (siRNA) was purchased 
from GenePharma Co, Ltd (Shanghai, China).  The 21-nt 
siRNA sequence targeting Sirt1 corresponded to the coding 
region 5’-GCAACAGCAUCUUGCCUGAUUUGUA-3’ and 5’- 
UACAAAUCAGGCAAGAUGCUGUUGC-3’.  The scrambled 
control siRNA sequences were 5’-UUCUCCGAACGUGU-
CACGUTT-3’ and 5’-ACGUGACACGUUCGGAGAATT-3’.  
After 10 μmol/L RHL treatment for 24 h, these siRNA were 
transfected into HUVECs using the HiPerFect Transfection 
Reagent (QIAGEN, Shanghai, China).  After siRNA transfec-
tion for 24 h, the cells were incubated with 100 μmol/L H2O2 
for 6 d.  Then, the cells were stained using galactosidase 
(β-gal).

Galactosidase (β-gal) staining
HUVECs were treated with or without different concentra-
tions of H2O2, RHL or H2O2 plus RHL.  After that, the cells 
were washed twice with phosphate-buffered saline (PBS) and 
then fixed for 5 min with PBS containing 2% formaldehyde 
and 0.2% glutaraldehyde.  The cells were then incubated at 
37 °C for 10 h with a staining solution (40 mmol/L citric acid, 
sodium phosphate, pH 6.0, 1 mg/mL 5-bromo-4-chloro-3-
isolyl-β-D-galactoside (X-gal, sigma), 5 mmol/L potassium 
ferrocyanide, 5 mmol/L potassium ferricyanide, 150 mmol/L 
NaCl, and 2 mmol/L MgCl2).  Senescence-associated (SA)-β-
gal-positive cells were observed by microscopy, and over 400 
cells were counted in three independent fields[14].

Annexin V FITC/PI assay
Annexin V-FITC/PI double staining was achieved using an 
Annexin V-FITC/PI apoptosis detection kit.  HUVECs were 
treated with or without 100 μmol/L H2O2, 10 μmol/L RHL, or 
both for 48 h.  The cells were washed with PBS and collected 
by trypsinization.  The cells were then treated according to the 
instructions in the Annexin V-FITC/PI apoptosis detection kit 
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(Bao Sai, Beijing), which indicate the following: 
• The Annexin V-FITC–/PI– population reflects normal 

healthy cells.
• The Annexin V-FITC+/PI– cells show early apoptosis.  
• The Annexin V-FITC+/PI+ cells are in late apoptosis or 

necrosis.  
• The Annexin V-FITC–/PI+ cells are necrotic.  
• The percentage of normal, early apoptotic, late apoptotic, 

and necrotic cells were calculated using FACS Calibur and 
Cell Quest software (Becton-Dickinson, Franklin Lakes, NJ, 
USA)[15].

Cell cycle assay
To determine the effect of H2O2 and RHL on cell cycle progres-
sion, HUVECs were grown for 48 h (one-cell cycle) with or 
without 100 μmol/L H2O2, 10 μmol/L RHL, or both.  The cells 
were washed with PBS and collected by trypsinization.  The 
cells were fixed with 70% ethanol and treated with 5 mg/mL 
(Rnase) for 30 min.  After staining with 50 mmol/L propidium 
iodide, the cells were subjected to flow cytometric analysis 
with FACS Calibur and Cell Quest software (Becton-Dickin-
son).

Statistical analysis
Statistical analysis was performed between the control group 
and the different treatment groups.  Comparisons of the 
means were conducted by one-way ANOVA.  All values were 
expressed as the mean±SD, and P<0.05 was considered to be 
statistically significant.

Results
Low levels of RHL improve HUVEC proliferation and enhance 
Sirt1 transcription and expression
Our previous study indicated that low levels of RHL (less 
than 20 μmol/L) could improve cell proliferation in MCF-7 
breast cancer cells.  The same effect of RHL on HUVECs was 
also observed in a time-dependent manner; however, only 10 

μmol/L RHL could significantly promote HUVEC prolifera-
tion (Figure 1A, 1B).  In the following study, RHL (5 and 10 
μmol/L) enhanced Sirt1 transcription and expression in a 
dose-dependent manner compared to the vehicle (Figure 2).

Establishing senescence model in HUVECs and Sirt1 can delay 
HUVEC cellular senescence progress
To investigate the effect of Sirt1 on senescence in HUVECs, 
we first established the senescence model in HUVECs.  Four 
main groups were respectively treated with 0, 25, 50, or 100 
µmol/L H2O2, and senescent cells were found to increase with 

Figure 1.  Rhein lysinate at low concentrations promoted the proliferation 
of HUVECs.  HUVECs were treated with various concentrations of RHL at 
37 °C for 48 h (A), and then cells were incubated with 10 μmol/L RHL for 
0, 6, 12, 24, and 48 h (B).  The effects on cell proliferation were examined 
by MTT assay, and cell proliferation was calculated as the percentage of 
control. n=3. Mean±SD. bP<0.05 vs control.

Figure 2.  Rhein lysinate at low con cen trations 
increased Sirt1 trans cription and expression.  
HUVECs were treated with 5 or 10 µmol/L 
RHL at 37 °C for 48 h.  Sirt1 transcription was 
examined by RT-PCR (A), and Sirt1 expres-
s ion was examined by Western blot (B) .  
RE=resveratrol (positive control); RHL=Rhein 
lysinate.  n=3. Mean±SD. bP<0.05, cP<0.01 vs 
control.
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increasing dosages of H2O2 (Figure 3A); however, the expres-
sion of Sirt1 decreased (Figure 4A).  In the meantime, we also 
observed that the number of senescent cells increased with 
increasing cell passage (Figure 3B), and the expression of Sirt1 
decreased (Figure 4B).  Furthermore, 10 µmol/L RHL could 
antagonize cell senescence induced by H2O2 and the increased 
passage of HUVECs (Figure 3C, 3D); moreover, siRNA (Sirt1) 
antagonized the effect of RHL (Figure 3E, 3F).

RHL has no effect on the apoptosis signaling pathway 
H2O2 inhibited HUVEC survival with IC50 of about 100 
µmol/L.  To determine whether or not H2O2 inhibits HUVEC 
survival by inducing apoptosis, we investigated the effect of 
H2O2 on apoptosis.  H2O2 100 µmol/L induced HUVECs senes-
cence but could not induce HUVEC apoptosis (Table 1).  Fur-
thermore, we examined the associated protein expression in 
the apoptosis signaling pathway.  It indicated that the protein 
expression associated with apoptosis, such as p53, p21, Bcl-
2, and Bax, did not change in the H2O2 100 µmol/L or RHL 10 
µmol/L treatment groups (P>0.05, Figure 5A).

H2O2 induced G1 arrest in HUVECs, and RHL prevented against 
H2O2-induced G1 arrest 
Cell cycle plays an important role in cellular senescence.  
Senescence occurs during the G1 period.  Treatment with 100 
µmol/L H2O2 arrested HUVECs at G1 phase.  The proportion 
of cells in the G1 phase was approximately 73.8%.  However, 
it was about 64.6% in the vehicle group.  RHL 10 µmol/L 
reversed the G1 arrest effects of H2O2.  The proportion of cells 
in G1 phase decreased to 63.1% (Table 2).  H2O2 100 µmol/L 
induced the p53 acetylation and p16INK4a up-regulation and 
treatment with 10 µmol/L RHL prevented this process (Figure 
5B).  

Discussion
In our previous study, we found that high concentrations of 
RHL (more than 20 µmol/L) could inhibit cell proliferation 
in a dose-dependent manner[12].  In the meantime, we also 
found that low concentrations of RHL (less than 20 µmol/L) 
could improve cell proliferation and alleviate the cytotoxicity 
induced by Taxol (data was not shown).  However, how RHL 

improves cell proliferation is unclear.  In this study, we also 
observed that RHL improved HUVEC proliferation at low 
concentrations (less than 20 µmol/L), especially at 10 µmol/L 
(Figure 1).  As is well known, increased cellular senescence 
is associated with decreased cell proliferation in vivo because 
senescent cells cannot divide[16].  Therefore, it can be concluded 
that by delaying cell senescence, low concentrations of RHL 
can improve HUVEC proliferation.

Cellular senescence is a process by which cells irreversibly 
exit the cell cycle and cease to divide in response to a variety 
of stresses, including oxidative stress[17].  It was reported that 
oxidative stress damages DNA, leading to activation of the 
tumor suppressor p53, a key regulator of the cell cycle and 
cellular senescence.  It has also been reported that p53 acetyla-
tion promotes expression of growth-suppressive genes and 
induces cellular senescence[18, 19].  In this study, we established 
the cell senescence model using H2O2-treated HUVECs.  We 
found that H2O2 could induce HUVEC senescence in a dose-
dependent manner (Figure 3A).  We also found cell sponta-
neous senescence appeared with an increase in cell passage 
(Figure 3B), and that HUVECs could only survive to the fifth 
generation without epidermal growth factor (EGF) supple-
mentation.  The characteristics of HUVECs made it easier to 
establish this model of cell senescence.  As we investigated the 
HUVEC senescence mechanism, we observed that the expres-
sion of Sirt1 decreased in a dose-dependent manner following 
treatment with various concentrations of H2O2, that the expres-
sion of Sirt1 decreased with the increase in cell passage (Figure 
4), and that 10 µmol/L RHL could antagonize cell senescence 
induced by H2O2 and the increase in the passage of HUVECs 
(Figure 3C, 3D); moreover, siRNA (Sirt1) could antagonize the 
effect of RHL (Figure 3E, 3F).  Therefore, it can be concluded 
that RHL prevented cellular senescence induced by H2O2 treat-
ment, as well as the increase of cell passage, through enhanc-
ing Sirt1 expression (Figure 3C–3F).

Endothelial senescence causes endothelial dysfunction, 

promotes atherogenesis and contributes to age-related vas-
cular disorders.  Sirt1 is a key sensor system for regulating 
endothelial cell survival, proliferation, and senescence.  The 
protective activities of Sirt1 may be achieved at least in part by 
fine tuning the acetylation/deacetylation of key proteins[20].  In 
this study, we also observed that the p53 acetylation level was 
inversely related to the expression of Sirt1 in H2O2-induced 

Table 2.  The effect of RHL on cell cycle arrest of HUVECs induced by H2O2.  
n=3.  Mean±SD.  bP<0.05, cP<0.01 vs control.  eP<0.05, fP<0.01 H2O2 
100 µmol/L.  

Concentration                    G0/G1                         S                          G2/M
  (µmol/L)                             (%)                           (%)                          (%) 
 
 Control 64.6±4.6 22.4±2.3 13.1±1.7
 RHL 10 62.0±4.5 25.2±2.8 12.8±1.5
 H2O2 100 73.8±5.5b 13.3±1.2c 12.9±1.3
 RHL+H2O2 63.1±5.1e 24.5±2.6f 12.4±2.2

Table 1.  The effect of RHL on necrosis HUVECs induced by H2O2.  n=3. 
Mean±SD.  bP<0.05, cP<0.01 vs control.  eP<0.05, fP<0.01 vs H2O2 100 
µmol/L.  

Concen-              Normal  cells     Necrotic cells          Early               Late 
 tration                                                                       apoptotic        apoptotic
(µmol/L)                    (%)                      (%)                 cells (%)          cells (%) 
 
Control 80.9±6.7   7.4±0.7 6.6±0.6 5.1±0.8
RHL 10 83.2±6.5   6.2±0.8 4.0±0.5 6.6±0.5
H2O2 100 60.4±4.8c 21.4±1.2c 8.8±0.7 9.4±1.0
RHL+H2O2 71.0±4.1be 15.6±1.4bf 6.8±0.9 6.6±0.6
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Figure 3.  SA-β-gal activity of different passages of HUVECs treated with various concentrations of H2O2.  (A) HUVECs were treated with 0, 25, 50, and 
100 µmol/L H2O2 at 37 °C for 3 d and then placed in a medium with the same concentration of H2O2 for further 3 d.  cP<0.01 vs vehicle.  (B) P1, P2, P3, 
and P4 represent the different passages of HUVECs.  HUVECs were cultured for 3 d and then propagated.  cP<0.01 vs P1.  (C) HUVECs were pre-treated 
with 10 µmol/L RHL at 37°C for 24 h, followed by 100 µmol/L H2O2 treatment.  cP<0.01 vs H2O2.  (D) P3 generation HUVECs were treated with 10 
µmol/L RHL at 37°C for 6 d.  cP<0.01 vs vehicle.  (E) HUVECs were treated with 10 µmol/L RHL at 37°C for 24 h, followed by siRNA (Sirt1) for 24 h and 
incubation with 100 µmol/L H2O2 for 6 d.  cP<0.01 vs H2O2.  fP<0.01 vs RHL+H2O2.  (F) The expression of Sirt1 in the various groups. n=3. Mean±SD.
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cellular senescence.  However, the expression of p53 did not 
change (Figure 5).

The p53 pathway is known to respond to a wide variety 
of stress signals, including telomere shortening, hypoxia, 
mitotic spindle damage, heat or cold shock, unfolded pro-

teins, improper ribosomal biogenesis, nutritional deprivation, 
and mutational activation of some oncogenes.  It is a single 
core module that governs the three potent tumor suppression 
mechanisms: growth arrest, senescence, and apoptosis[20].  

In this study, we explored whether apoptosis inhibited cell 
proliferation.  Although 500 µmol/L H2O2 has been shown to 
induce cell apoptosis in PC12 cells (rat pheochromocytoma cell 
line)[21], HUVEC apoptosis was not affected by H2O2 (less than 
100 µmol/L) treatment as measured by flow cytometry (Table 
1) and Western blot (Figure 5).  However, in the cell cycle anal-
ysis, we found that 100 µmol/L H2O2 induced G1 period block, 
10 µmol/L RHL prevented G1 period block (Table 2), and that 
G1 period block is the feature of cell senescence[22].  Therefore, 
we can conclude that the senescence induced by H2O2 was 
not due to apoptosis but to G1 period block, and that RHL can 
interrupt the G1 period block induced by H2O2.  

Most normal mammalian cells have a finite lifespan, which 
is thought to constitute a protective mechanism against unlim-
ited proliferation.  This phenomenon, called senescence, is 
driven by telomere attrition, which triggers tumor suppres-
sors to induce factors, including p16INK4a [23].  In this study, 
we also found that 10 µmol/L RHL could antagonize p16INK4a 

upregulation induced by 100 µmol/L H2O2.  It can be inferred 
that H2O2 could partially induce HUVEC G1 period block by 
increasing p16INK4a expression and that RHL could antagonize 
this phenomenon by the same signaling pathway.  However, 
the effect of H2O2 and RHL on cyclin needs further investiga-
tion.

In conclusion, the decrease in Sirt1 expression inhibited cell 
proliferation induced by H2O2, as well as the spontaneous cell 
senescence with increased cell passage.  Subsequently p53 
was acetylated, and p16INK4a was upregulated, which caused 
G1 period block and aging.  However, RHL resisted this pro-
cess.  In addition, during HUVEC senescence, it was G1 period 
block, not apoptosis, that played an important role, and RHL 
interrupted the G1 period block induced by H2O2.
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Introduction
Phospholipases A2 (PLA2s) constitute a superfamily of 
enzymes that catalyze the hydrolysis of fatty acids from the 
sn-2 position of glycerophospholipids to produce free fatty 
acids and lysophospholipids, which are both involved in sig-
naling transduction and metabolic processes, and account for 
a vast number of diseases[1, 2].  PLA2s, then, are obvious can-
didates for pharmacological research and intervention.  Of all 
the PLA2s, lp-PLA2 in particular has gained increasing atten-
tion as a growing number of epidemiological and experimen-
tal studies suggest that it plays an important role in diseases 

such as atherosclerosis, diabetes, and asthma[3–6].
Lp-PLA2, also referred to as platelet-activating factor acetyl-

hydrolase (PAF-AH; E.C. 3.1.1.47), is a Ca2+-independent, 
45 kDa secreted protein that associates with lipoproteins and 
circulates within the plasma in active form[7].  Lp-PLA2 can be 
up-regulated by the oxidized phospholipids in oxLDL[8] and 
in turn acts upon those oxidized phospholipids to produce 
two pro-inflammatory mediators, lysophosphatidylcholines 
(lysoPCs) and oxidized nonesterified fatty acids (oxNEFAs)[9].  
Research suggests that the regulatory roles of these two prod-
ucts, especially lysoPCs, are in the promotion of atheroscle-
rotic plaque formation.  For instance, lysoPCs have the capac-
ity to recruit leukocytes to lesions, activate leukocytes to initi-
ate immune responses, and promote foam cell formation[10–12].

The role of lp-PLA2 in the processing of oxLDL, inflam-
mation, and atherogenesis suggests that the inhibition of this 
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Aim: To investigate the effects of darapladib, a specific inhibitor of lipoprotein-associated phospholipase A2 (lp-PLA2), on inflammation 
and atherosclerotic formation in the low density lipoprotein receptor (LDLR)-deficient mice.
Methods: Six-week-old LDLR-deficient mice were fed an atherogenic high-fat diet for 17 weeks and then randomly divided into two 
groups.  One group was administered darapladib (50 mg·kg-1·d-1; po) for 6 weeks.  The other group was administered saline as a con-
trol.  Serum lipid levels were measured using the corresponding kits, and three inflammatory markers — interleukin-6 (IL-6), C reactive 
protein (hs-CRP), and platelet activating factor (PAF) — were determined using ELISA.  Atherosclerotic plaque areas were stained with 
Sudan IV, and inflammatory gene expression at the lesions was evaluated using quantitative real-time PCR.
Results: The body weight and serum lipid level between the two groups were similar at the end of the dietary period.  The serum lp-
PLA2 activity, hs-CRP and IL-6 levels, however, were significantly reduced in the darpladib group.  The inhibition of lp-PLA2 did not alter 
the serum PAF level.  Furthermore, the plaque area, from the aortic arch to the abdominal aorta, was significantly reduced in the dar-
pladib group.  Additionally, the expression of inflammatory genes monocyte chemotactic protein-1 (MCP-1) and vascular cell adhesion 
molecule-1 (VCAM-1) was significantly reduced at the lesions in the darapladib group.
Conclusion: Inhibition of lp-PLA2 by darapladib decreases the inflammatory burden and atherosclerotic plaque formation in LDLR-
deficient mice, which may be a new strategy for the treatment of atherosclerosis.
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enzyme could play a positive role in the treatment of cardio-
vascular events.  Indeed, earlier studies have reported that a 
specific lp-PLA2 inhibitor, darapladib, attenuates the inflam-
matory burden in patients with stable coronary artery disease 
and prevents necrotic core expansion, a key determinant of 
plaque rupture[13, 14].  In animal assays, the inhibition of lp-
PLA2 by darapladib reduced complex coronary atherosclerotic 
plaque formation in pigs with induced diabetes and hypercho-
lesterolemia[15].

However, there has been no in vivo data about the effects 
of lp-PLA2 inhibitor on the development of atherosclerosis 
in mouse models.  In our study, we evaluated the specific 
lp-PLA2 inhibitor, darapladib, in the low density lipoprotein 
receptor (LDLR)-deficient mice to further confirm its role in 
the development of atherosclerosis.

Materials and methods
Chemicals
Darapladib was synthesized and procured from Prof Jian-hua 
SHEN’s lab at the Shanghai Institute of Materia Medica, Chi-
nese Academy of Sciences, Shanghai 201203, China.  TRIzol 
reagent was purchased from Invitrogen (Carlsbad, CA, USA).  
PCR-related reagents were purchased from BIO-RAD (Her-
cules, CA, USA).  Other reagents, unless otherwise specified, 
were obtained from Sigma-Aldrich (St Louis, MO, USA).

Animals
Male homozygous LDLR-deficient mice (C57/Bl6 genetic 
background) were obtained from the Jackson Laboratory.  The 
animals were cared for in accordance with the institutional 
guidelines of the Animal Care and Use Committee of the 
Shanghai Institute of Materia Medica, Chinese Academy of 
Sciences.  

The mice were fed a high-fat diet consisting of 18% hydroge-
nated cocoa butter, 0.15% cholesterol, 7% casein, 7% sucrose, 
and 3% maltodextrin for 17 weeks, beginning at 6 weeks of 
age.  Forty mice were divided into two groups (n=20 per 
group) randomly.  One group received darapladib by gavage 
(50 mg·kg-1·d-1) once daily, while the other group received the 
vehicle (saline).  During the 6 weeks of treatment, all mice 
were housed in a room with a 12-h light/dark cycle and were 
allowed free access to a high-fat diet and water.

Serum lipid analysis
Blood samples were obtained from the retro-orbital plexus of 
the mice prior to drug administration, and 24 h after the last 
round of drug administration.  Serum was obtained through 
the centrifugation of blood at 1000×g and stored at -80 °C until 
analysis.  Total cholesterol (TC), high-density lipoprotein cho-
lesterol (HDL-C), low-density lipoprotein cholesterol (LDL-C) 
and triglyceride (TG) levels were measured with an auto-ana-
lyzer (Hitachi 7100, Japan) using the corresponding kits from 
Wako Inc (Enid, OK, USA).

Measurement of serum Lp-PLA2 activity
Serum lp-PLA2 activity was measured using 2-thio-PAF as the 

substrate.  Briefly, 10 μL of plasma was added to 0.1 mol/L 
Tris-HCl (pH 7.2) containing 1 mmol/L EGTA, 50 μmol/L 
2-thio-PAF and 10 μL of 2 mmol/L 5,5’-dithiobis (2-nitroben-
zoic acid) in a total volume of 200 μL.  The assay was per-
formed using a plate reader to obtain absorbance values at 414 
nm every minute.  The lp-PLA2 activity was calculated from 
the change in absorbance per minute.

Measurement of serum interleukin-6 (IL-6), high-sensitivity 
C-reactive protein (hs-CRP), and platelet activating factor (PAF)
Serum IL-6, hs-CRP, and PAF levels were determined by cor-
responding ELISA kits (Mingrui Biotech Inc, Shanghai, China).

Morphology of atherosclerotic plaques
At the end of the 6-week treatment period, the mice were anes-
thetized and killed.  Several mice were perfusion-fixed with 
4.5% formaldehyde.  The aortas were dissected, from the heart 
to approximately 3 mm distal to the iliac bifurcation.  The aor-
tas were then preserved in fresh paraformaldehyde solution 
for 2 weeks and Sudan IV staining was employed to analyze 
plaque formation along the entire length of the aortas.  Briefly, 
the aortas were opened longitudinally and pinned upon on a 
black silica gel plate after removing the surrounding adventi-
tial fatty tissue.  The aorta was rinsed in 70% ethanol after 12 h 
of fixation in the paraformaldehyde solution, stained with 1% 
Sudan IV in 50% acetone/35% ethanol for approximately 10 
min, and washed in 80% ethanol for 5 min.  Finally, the stained 
aortas were photographed and analyzed using the Image Pro-
Plus 6.0 software.

Quantitative RT-PCR
After 6 weeks of treatment, the total RNA was extracted from 
the aortic arch and the thoracic-abdominal aortas of the two 
groups of mice using TRIzol reagent (Invitrogen Inc, Carlsbad, 
CA, USA).  First-strand cDNAs were synthesized from 4 μg of 
total RNA using M-MLV reverse transcriptase (Promega Inc).  
Quantitative real-time PCR was performed using SYBR Green 
I as the detector dye.  Relative gene expression was calcu-
lated by normalizing to the amount of mouse actin gene.  The 
primer sequences are shown in Table 1.

Statistical analysis
Data are presented as mean values±SD.  For serum lipid and 
lp-PLA2 activity, comparisons were made using the one-way 
analysis of variance (ANOVA), followed by the post-hoc Dun-
nett test for significance.  Comparisons of body weight, plaque 
area and gene expression were analyzed by a two-tailed Stu-
dent’s t-test.  For all tests, P<0.05 was considered statistically 
significant.  

Results
Darapladib inhibits serum lp-PLA2 activity in vivo 
Our previous unpublished research has shown that mouse lp-
PLA2 is less sensitive to darapladib than human lp-PLA2.  In 
this study, then, we tested the dosage range of darapladib to 
establish the dose at which lp-PLA2 in mouse serum would be 
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significantly inhibited.  As shown in Figure 1, the activity of 
serum lp-PLA2 was inhibited by more than 60% in LDLR-defi-
cient mice after oral administration of 50 mg/kg once daily of 
darapladib for 6 weeks.

Inhibition of lp-PLA2 by darapladib has no significant effects on 
serum lipid profile
Lipid level and body weight were evaluated in both groups.  
As expected, there was no significant difference in TC, TG, 
LDL-C, and HDL-C levels between the two groups (Table 2).  
Additionally, there was no significant difference in the body 
weight of LDLR-deficient mice in either group (Table 2).

Inhibition of lp-PLA2 attenuates the inflammatory burden in 
serum
To evaluate the effects of lp-PLA2 inhibition on the inflamma-
tory burden in vivo, we examined two typical inflammatory 
markers in the serum of LDLR-deficient mice by ELISA — 

hs-CRP and IL-6.  As shown in Figure 2A and 2B, both hs-CRP 
and IL-6 were significantly reduced in the darapladib group 
as compared with those in the vehicle group.  To determine 
whether inhibition of lp-PLA2 affects levels of PAF, we also 
examined the serum PAF.  As shown in Figure 2C, plasma 
PAF levels between the two groups were similar.

Table 1.  Primer sequences for quantitative real-time PCR. 

           Gene                                            Forward (5'-3')                                                         Reverse (5'-3')                                          Genebank ID 
 
 Lp-PLA2 GAGCGTCTTCGTGCGTTTG GCGGGTATTTTTCTCCAGTC NM_013737
 MCP-1 CCTGCTGTTCACAGTTGCC TGTCTGGACCCATTCCTTCT NM_011333
 ICAM-1 GCTGTATGGTCCTCGGCTG GCCCACAATGACCAGCAGTA NM_010494
 VCAM-1 TGAACCCAAACAGAGGCAGA CGGAATCGTCCCTTTTTGTAG NM_011693
 β-Actin GGGAAATCGTGCGTGACA CAAGAAGGAAGGCTGGAAAA NM_007393

MCP-1, monocyte chemotactic protein-1; ICAM-1,  Inter-Cellular Adhesion Molecule 1; VCAM-1, vascular cell adhesion molecule-1.

Table 2.  Effects of inhibition of lp-PLA2 by darapladib on body weight (g), serum total cholesterol, triglyceride, HDL-C and LDL-C levels (mmol/L) in LDLR-
deficient mice. 

                                                  Body weight                    Total cholesterol               Triglyceride                    HDL cholesterol            LDL cholesterol 
 
 Vehicle 41.4±4.6  34.70±9.24  4.23±1.20  7.04±1.22  30.98±5.78 
 Darapladib 39.5±4.7  35.76±7.55  4.36±0.48  6.92±0.47  32.00±3.44 

Figure 1.   Darapladib significantly inhibits serum lp-PLA2 activity in LDLR-
deficient mice.  Serum lp-PLA2 activity was measured using spectrometry 
before and at the end of drug administration.  cP<0.01 vs vehicle at 6 
weeks.

Figure 2.   Inhibition of lp-PLA2 by darapladib decreases serum hs-CRP 
and IL-6 levels, but has no significant effects on the PAF level.  After 6 
weeks of treatment, serum hs-CRP, IL-6 and PAF levels were determined 
using ELISA.  bP<0.05 vs vehicle.
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Inhibition of lp-PLA2 decreases the formation of atherosclerotic 
lesions 
To determine the effects of the lp-PLA2 inhibitor on the devel-
opment of atherosclerotic lesions in the aortic vessels of both 
groups of mice, we analyzed the plaque size at the proximal 
aorta by Sudan IV staining.  As shown in Figure 3, the plaque 
content in the darapladib group, expressed as the occupancy 
of aortic luminal surface by atherosclerotic lesions, had sig-
nificantly decreased compared with the plaque content in the 
vehicle group.  

Inhibition of lp-PLA2 attenuates some inflammatory gene 
expression at plaque lesions
We additionally examined lp-PLA2, as well as the expression 
of several inflammatory genes in the aortic vessels, by quan-
titative real-time PCR.  Interestingly, there was no significant 
difference in the expression of lp-PLA2 between the two 
groups (Figure 4).  However, the levels of expression from the 
MCP-1 and the VCAM-1 genes were remarkably reduced in 
the darapladib group as compared to the vehicle group (Fig-
ure 4).  Surprisingly, the expression of another inflammatory 
gene that we analyzed, ICAM-1, was comparable in the two 
groups (Figure 4).

Discussion
Atherosclerosis is the most common cause of many cardiovas-
cular diseases, such as myocardial infarction and stroke[16].  It 
is widely recognized that the development of atherosclerosis 
is associated with both the metabolism of lipids and inflam-
mation[17].  In our study, we examined the effects of a specific 
lp-PLA2 inhibitor, darapladib, on inflammation and athero-

genesis in well-established LDLR-deficient mice.  We found 
that the inhibition of lp-PLA2 does not change lipid profiles.  
Instead, the inhibition of lp-PLA2 attenuates the in vivo inflam-
matory burden and decreases atherosclerotic plaque formation 
in LDLR-deficient mice.

Specific gene-knockout mouse models are extensively used 
to study the pathological processes and pharmacological inter-
ventions of atherosclerosis, among which the model of the 
LDLR-deficient mouse is well established[18].  As the uptake 
of lipoprotein particles is impaired, the blood lipid profiles 
of these mice spontaneously rise.  The high-fat diet leads to 
increased cholesterol, as well as atherosclerotic plaque forma-
tion[19].  As predicted, however, the treatment of these mice 
with the lp-PLA2 inhibitor did not alter their plasma lipopro-
tein profiles.  The beneficial effects of the lp-PLA2 inhibitor, 
then, are not dependent upon the alteration of lipoprotein 
levels.  The inhibition of lp-PLA2 has shown no marked influ-
ence on plasma lipoprotein profiles in pigs with induced dia-
betes and hypercholesterolemia (DM-HC) or in cardiovascular 
patients[13, 15, 20].  These findings are consistent with the results 
from our study.  Interestingly, the elevation of in vivo lp-PLA2 
activity by adenovirus-mediated gene transfer also does not 
alter the plasma lipoprotein profile[21].

Many epidemiological studies have suggested that lp-PLA2 
is a marker for cardiovascular risk, and that the plasma levels 
and activity of lp-PLA2 increase during the development of 
atherosclerosis[22–30].  In our study, we also found that serum 
lp-PLA2 activity increased in the vehicle group after the mice 
were fed a high-fat diet for 6 weeks; such activity was signifi-
cantly inhibited in the darapladib group.  

Lp-PLA2 is thought to play an important regulatory role 
in the development of atherosclerosis due to the role of its 
enzyme activity in hydrolyzing bioactive lipids, such as PAF 
and oxidized phosphocholines (oxPCs).  However, what 
researchers believe concerning the precise role of lp-PLA2 
remains controversial.  Lp-PLA2 may hydrolyze and inactivate 

Figure 3.  Inhibition of lp-PLA2 decreases the atherosclerotic area.  (A) 
Representative en face atherosclerotic aorta preparations stained with 
Sudan IV.  (B) Comparison of plaque sizes between the vehicle and 
darapladib groups (n=8 per group).  bP<0.05 vs vehicle.

Figure 4.  Inhibition of lp-PLA2 attenuates some inflammatory gene 
expression at the aortic arch and thoracic-abdominal aortas.  Lp-PLA2, 
MCP-1, ICAM-1, and VCAM-1 gene expressions were determined using 
quantitative RT-PCR.  n=5 per group.  bP<0.05, cP<0.01 vs vehicle.
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PAF, a well-known and typical pro-inflammatory factor that 
contributes to tissue damage and thrombosis formation[31].  On 
the other hand, lp-PLA2 may generate pro-inflammatory lipid 
mediators, such as oxNEFAs and lysoPCs, by hydrolyzing oxi-
dized phospholipids in oxLDL.  However, there is no evidence 
that lp-PLA2 hydrolyzes PAF in vivo.  In our study, the inhi-
bition of lp-PLA2 by darapladib did not change serum PAF 
levels.  In addition, intravenous administration of recombinant 
lp-PLA2 failed to alter the PAF-mediated responses in patients 
with asthma or septic shock[32, 33].  Furthermore, a recent report 
suggested that circulating PAF is primarily cleared by trans-
port and not by the hydrolysis of lp-PLA2 in vivo[34].

Conversely, there has been much in vitro or in vivo research 
that supports the concept of the pro-atherogenic roles of lp-
PLA2.  By hydrolyzing the oxidized phospholipids in oxLDL, 
lp-PLA2 produces two kinds of inflammatory mediators, 
lysoPCs and oxNEFA.  These mediators initiate a high level 
of inflammatory response, such as cell adhesion, inflamma-
tory gene expression, and cell death[10, 35].  In addition, in vivo 
studies have suggested that the inhibition of lp-PLA2 by 
darapladib decreases the inflammatory burden in humans 
and pigs[13–15].  In our study, we also examined the inflamma-
tory factors in the serum and in the gene expression of some 
inflammatory cytokines in atherosclerotic lesions.  Consis-
tent with other in vivo studies, our research shows that the 
inflammatory burden decreased in the darapladib group com-
pared with that in the vehicle group.  Interestingly, previous 
research, along with our study, has suggested that the inhibi-
tion of lp-PLA2 did not affect lp-PLA2 expression.  Theoreti-
cally, the inhibition of lp-PLA2 may increase lp-PLA2 expres-
sion at the vessels as with the oxPCs, which can up-regulate 
lp-PLA2 expression[8].  Thus, the expression of lp-PLA2 at 
atherosclerotic plaques needs further study.  MCP-1, VCAM-1, 
and ICAM-1 are typical inflammatory cytokines mediating cell 
adhesion, a crucial step for monocyte migration into lesions[7].  
LysoPCs, the product of lp-PAL2, can up-regulate MCP-1 
and ICAM-1/VCAM-1 expression in the endothelial cells or 
vascular smooth muscle cells (VSMCs)[36].  Surprisingly, in our 
study, we detected the reduction of MCP-1 and VCAM-1, but 
not ICAM-1, expression.  Regardless, our research, and the 
previous research of others, supports the pro-atherogenic roles 
of lp-PLA2 in vivo.

Indeed, the lp-PLA2 inhibitor has been evaluated in induced 
diabetes and hypercholesterolemia (DM-HC) in pigs[15].  Treat-
ment with darapladib resulted in a considerable decrease in 
plaque area and a markedly reduced necrotic core area.  Clini-
cal research has also shown that the inhibition of lp-PLA2 with 
darapladib has arrested the expansion of the necrotic core, a 
key determinant of plaque vulnerability, despite not prevent-
ing plaque formation[13].

In summary, these in vivo studies demonstrate that the 
inhibition of lp-PLA2 by darapladib does not ameliorate 
dyslipidemia; instead, darapladib attenuates the inflamma-
tory burden, resulting in the prevention of atherosclerosis in 
LDLR-deficient mice on a high-fat diet.  Our study once again 
highlights that anti-inflammation therapy is a feasible strategy 

for the treatment of cardiovascular disease and lp-PLA2 is a 
promising target against atherosclerosis.  

Acknowledgements
This study was financially supported by a grant from the 
Shanghai Committee of Science and Technology, China (No 
11ZR1444800), and the National Basic Research Program of 
China (No 2009CB930300).

Author contribution
Yi-ping WANG and Wen-yi WANG designed the research 
project; Yi-ping WANG supervised the project;  Jie ZHANG, 
Miao-miao HU performed the animal assays;  Wen-yu WU, 
Yan-ling MA, and Wei-hai CHEN performed the in vitro 
assays; Jie ZHANG, Miao-miao HU, and Wen-yi WANG ana-
lyzed the data and wrote the manuscript; Jie ZHANG, Miao-
miao HU, and Yi-ping WANG revised the manuscript.  

References
1 Burke JE, Dennis EA.  Phospholipase A2 biochemistry.  Cardiovasc 

Drugs Ther 2009; 23: 49–59.  
2 Prescott SM, Zimmerman GA, Stafforini DM, McIntyre TM.  Platelet-

activating factor and related lipid mediators.  Annu Rev Biochem 
2000; 69: 419–45.

3 Stafforini DM.  Biology of platelet activating factor acetyhydrolase 
(PAF-AH, lipoprotein associated phospholipase A2).  Cardiovasc Drugs 
Ther 2009; 23: 73–83.

4 Kasperska-Zajac A, Brzoza Z, Rogala B.  Platelet-activating factor (PAF): 
a review of its role in asthma and clinical efficacy of PAF antagonists 
in the disease therapy.  Recent Pat Inflamm Allergy Drug Discov 2008; 
2: 72–6.

5 Miller RG, Costacou T, Orchard TJ.  Lipoprotein-associated phos-
pho lipase A2, C-reactive protein, and coronary artery disease in 
individuals with type 1 diabetes and macroalbuminuria.  Diab Vasc 
Dis Res 2010; 7: 47–55.  

6 Wegner M, Araszkiewicz A, Piorunska-Mikolajczak A, Zozulinska-
Ziolkiewicz D, Wierusz-Wysocka B, Piorunska-Stolzmann M.  The 
evaluation of IL-12 concentration, PAF-AH, and PLA(2) activity in 
patients with type 1 diabetes treated with intensive insulin therapy.  
Clin Biochem 2009; 42: 1621–7.  

7 Zalewski A, Macphee C.  Role of lipoprotein-associated phospholipase 
A2 in atherosclerosis: biology, epidemiology, and possible therapeutic 
target.  Arterioscler Thromb Vasc Biol 2005; 25: 923–31.

8 Wang WY, Li J, Yang D, Xu W, Zha RP, Wang YP.  OxLDL stimulates lipo-
protein-associated phospholipase A2 expression in THP-1 monocytes 
via PI3K and p38 MAPK pathways.  Cardiovasc Res 2010; 85: 845–
52.

9 MacPhee CH, Moores KE, Boyd HF, Dhanak D, Ife RJ, Leach CA, et al.  
Lipoprotein-associated phospholipase A2, platelet-activating factor 
acetylhydrolase, generates two bioactive products during the oxidation 
of low-density lipoprotein: use of a novel inhibitor.  Biochem J 1999; 
338: 479–87.  

10 Leitinger N.  Oxidized phospholipids as modulators of inflammation in 
atherosclerosis.  Curr Opin Lipidol 2003; 14: 421–30.

11 Tselepis AD, John Chapman M.  Inflammation, bioactive lipids and 
atherosclerosis: potential roles of a lipoprotein-associated phos-
pholipase A2, platelet activating factor-acetylhydrolase.  Atheroscler 
Suppl 2002; 3: 57–68.  

12 Rong JX, Berman JW, Taubman MB, Fisher EA.  Lysophos pha tidyl cho-



1258

www.nature.com/aps
Hu MM et al

Acta Pharmacologica Sinica

npg

line stimulates monocyte chemoattractant protein-1 gene expression 
in rat aortic smooth muscle cells.  Arterioscler Thromb Vasc Biol 
2002; 22: 1617–23.  

13 Serruys PW, Garcia-Garcia HM, Buszman P, Erne P, Verheye S, 
Aschermann M, et al.  Effects of the direct lipoprotein-associated 
phospholipase A(2) inhibitor darapladib on human coronary athero-
sclerotic plaque.  Circulation 2008; 118: 1172–82.  

14 Mohler ER 3rd, Ballantyne CM, Davidson MH, Hanefeld M, Ruilope 
LM, Johnson JL, et al.  The effect of darapladib on plasma lipoprotein-
associated phospholipase A2 activity and cardiovascular biomarkers 
in patients with stable coronary heart disease or coronary heart 
disease risk equivalent: the results of a multicenter, randomized, 
double-blind, placebo-controlled study.  J Am Coll Cardiol 2008; 51: 
1632–41.  

15 Wilensky RL, Shi Y, Mohler ER 3rd, Hamamdzic D, Burgert ME, Li J, 
et al.  Inhibition of lipoprotein-associated phospholipase A2 reduces 
complex coronary atherosclerotic plaque development.  Nat Med 
2008; 14: 1059–66.  

16 Pinon P, Kaski JC.  Inflammation, atherosclerosis and cardiovascular 
disease risk: PAPP-A, Lp-PLA2, and cystatin C.  New insights or 
redundant information?  Rev Esp Cardiol 2006; 59: 247–58.

17 Steinberg D.  Atherogenesis in perspective: hypercholesterolemia and 
inflammation as partners in crime.  Nat Med 2002; 8: 1211–7.  

18 Zadelaar S, Kleemann R, Verschuren L, de Vries-Van der Weij J, van 
der Hoorn J, Princen HM, et al.  Mouse models for atherosclerosis and 
pharmaceutical modifiers.  Arterioscler Thromb Vasc Biol 2007; 27: 
1706–21.  

19 Ishibashi S, Brown MS, Goldstein JL, Gerard RD, Hammer RE, Herz 
J.  Hypercholesterolemia in low density lipoprotein receptor knockout 
mice and its reversal by adenovirus-mediated gene delivery.  J Clin 
Invest 1993; 92: 883–93.  

20 Rosenson RS.  Fenofibrate reduces lipoprotein associated phos pho-
lipase A2 mass and oxidative lipids in hypertriglyceridemic subjects 
with the metabolic syndrome.  Am Heart J 2008; 155: 499.e9–16.  

21 Quarck R, De Geest B, Stengel D, Mertens A, Lox M, Theilmeier G, et 
al.  Adenovirus-mediated gene transfer of human platelet-activating 
factor-acetylhydrolase prevents injury-induced neointima formation 
and reduces spontaneous atherosclerosis in apolipoprotein E-deficient 
mice.  Circulation 2001; 103: 2495–500.

22 Packard CJ, O'Reilly DS, Caslake MJ, McMahon AD, Ford I, Cooney J, 
et al.  Lipoprotein-associated phospholipase A2 as an independent 
predictor of coronary heart disease.  West of Scotland Coronary 
Prevention Study Group.  N Engl J Med 2000; 343: 1148–55.

23 Koenig W, Khuseyinova N, Lowel H, Trischler G, Meisinger C.  
Lipoprotein-associated phospholipase A2 adds to risk prediction of 
incident coronary events by C-reactive protein in apparently healthy 
middle-aged men from the general population: results from the 14-
year follow-up of a large cohort from southern Germany.  Circulation 
2004; 110: 1903–8.  

24 Ballantyne CM, Hoogeveen RC, Bang H, Coresh J, Folsom AR, Heiss 
G, et al.  Lipoprotein-associated phospholipase A2, high-sensitivity 

C-reactive protein, and risk for incident coronary heart disease in 
middle-aged men and women in the Atherosclerosis Risk in Com muni-
ties (ARIC) study.  Circulation 2004; 109: 837–42.  

25 Persson M, Hedblad B, Nelson JJ, Berglund G.  Elevated Lp-PLA2 
levels add prognostic information to the metabolic syndrome on 
incidence of cardiovascular events among middle-aged nondiabetic 
subjects.  Arterioscler Thromb Vasc Biol 2007; 27: 1411–6.

26 May HT, Horne BD, Anderson JL, Wolfert RL, Muhlestein JB, Renlund 
DG, et al.  Lipoprotein-associated phospholipase A2 independently 
predicts the angiographic diagnosis of coronary artery disease and 
coronary death.  Am Heart J 2006; 152: 997–1003.

27 Koenig W, Twardella D, Brenner H, Rothenbacher D.  Lipoprotein-
associated phospholipase A2 predicts future cardiovascular events in 
patients with coronary heart disease independently of traditional risk 
factors, markers of inflammation, renal function, and hemodynamic 
stress.  Arterioscler Thromb Vasc Biol 2006; 26: 1586–93.

28 Gerber Y, McConnell JP, Jaffe AS, Weston SA, Killian JM, Roger 
VL.  Lipoprotein-associated phospholipase A2 and prognosis after 
myocardial infarction in the community.  Arterioscler Thromb Vasc Biol 
2006; 26: 2517–22.

29 Caslake MJ, Packard CJ.  Lipoprotein-associated phospholipase 
A2 as a biomarker for coronary disease and stroke.  Nat Clin Pract 
Cardiovasc Med 2005; 2: 529–35.

30 Brilakis ES, McConnell JP, Lennon RJ, Elesber AA, Meyer JG, Berger 
PB.  Association of lipoprotein-associated phospholipase A2 levels 
with coronary artery disease risk factors, angiographic coronary artery 
disease, and major adverse events at follow-up.  Eur Heart J 2005; 
26: 137–44.

31 Zalewski A, Macphee C, Nelson JJ.  Lipoprotein-associated phos pho-
lipase A2: a potential therapeutic target for atherosclerosis.  Curr Drug 
Targets Cardiovasc Haematol Disord 2005; 5: 527–32.  

32 Henig NR, Aitken ML, Liu MC, Yu AS, Henderson WR Jr.  Effect of 
recombinant human platelet-activating factor-acetylhydrolase on 
allergen-induced asthmatic responses.  Am J Respir Crit Care Med 
2000; 162: 523–7.  

33 Opal S, Laterre PF, Abraham E, Francois B, Wittebole X, Lowry S, et 
al.  Recombinant human platelet-activating factor acetylhydrolase 
for treatment of severe sepsis: results of a phase III, multicenter, 
randomized, double-blind, placebo-controlled, clinical trial.  Crit Care 
Med 2004; 32: 332–41.  

34 Liu J, Chen R, Marathe GK, Febbraio M, Zou W, McIntyre TM.  Circulat-
ing platelet-activating factor is primarily cleared by transport, not 
intravascular hydrolysis by lipoprotein-associated phospholipase A2/ 
PAF acetylhydrolase.  Circ Res 2011; 108: 469–77.  

35 Nonas S, Birukova AA, Fu P, Xing J, Chatchavalvanich S, Bochkov VN, 
et al.  Oxidized phospholipids reduce ventilator-induced vascular leak 
and inflammation in vivo.  Crit Care 2008; 12: R27.

36 Kume N, Cybulsky MI, Gimbrone MA Jr.  Lysophosphatidylcholine, 
a component of atherogenic lipoproteins, induces mononuclear 
leukocyte adhesion molecules in cultured human and rabbit arterial 
endothelial cells.  J Clin Invest 1992; 90: 1138–44.  



Acta Pharmacologica Sinica  (2011) 32: 1259–1265 
© 2011 CPS and SIMM    All rights reserved 1671-4083/11  $32.00
www.nature.com/aps

npg

Introduction
A growing body of evidence has suggested that blood lipid 
metabolism disorders and angiotensin II (Ang II) have syn-
ergistic effects on the occurrence of atherosclerosis, and the 
combination of dyslipidemia and the activation of the renin–
angiotensin system (RAS) plays an important role in the 
pathogenesis of atherogenesis[1].  Oxidized low-density lipo-
protein (ox-LDL) can upregulate the expression of the angio-
tensin II type 1 receptor (AT1R) on the surface of endothelial 
cells and macrophages[2–4].  Ang II facilitates LDL oxidization 

and uptake by endothelial cells, smooth muscle cells and mac-
rophages[5].  

Angiotensin II also increases the oxidative stress response, 
which leads to the production of reactive oxygen species 
(ROS) and the aggravation of atherosclerosis.  It is common 
to use a combination of a statin and an angiotensin II type 1 
receptor blocker (ARB) to treat hypertensive patients with 
lipid metabolism disorders.  However, few studies have been 
reported in regards to the underlying molecular mechanisms.  
Recent studies have shown that the combination of an HMG-
CoA (3-hydroxy-3-methylglutaryl-coenzyme A) reductase 
inhibitor and an ARB has a better effect on relieving the sever-
ity of atherosclerosis and down-regulating the expression of 
lectin-like oxidized low density lipoprotein receptor-1 (LOX-
1) than the use of a single drug[6].  Our previous study showed 
that angiotensin II plays an important role in the pathogenesis 
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of atherosclerosis[7, 8].  In addition, Han et al and Koh et al also 
demonstrated that the combination of simvastatin and losar-
tan has vascular protective effects[9, 10].  These studies indicated 
that the combination of simvastatin and losartan may play 
an important role in preventing the progression of coronary 
heart disease.  However, little is known about the exact role 
of the combination of statins and ARBs in the formation of 
atherosclerotic plaques and its effect on the inflammation of 
plaques.  With these considerations in mind, our present study 
was designed to develop an atherosclerosis model by feeding 
rabbits with high-fat food and to investigate the effects and 
mechanisms of the combinational use of fluvastatin and losar-
tan on the development of atherosclerosis and inflammation 
within the atherosclerotic plaques.

Materials and methods
Atherosclerosis model 
New Zealand white rabbits (weight: 1.5–1.63 kg) were pro-
vided by the Institute of Animal Science and Veterinary 
Medicine, Shandong Academy of Agriculture Sciences (Shan-
dong, China).  The rabbits (n=36) were provided with regular 
food for 1 week and were subsequently provided with high-
cholesterol food (1% cholesterol and 5% pig oil particles) for 3 
months to generate the atherosclerosis model.  The 36 rabbits 
were randomly divided into 4 groups.  The high-cholesterol 
group (CH) contained rabbits (n=9) that were provided with 
high-cholesterol food without other treatments.  The fluvas-
tatin group (F) contained rabbits (n=9) that were provided 
with high-cholesterol food and fluvastatin (10 mg·kg-1·d-1) 
(Novartis, Beijing, China).  The losartan group (L) contained 
rabbits (n=9) that were provided with high-cholesterol food 
and losartan (25 mg·kg-1·d-1) (Merck Sharp & Dohme, Hang-
zhou, China).  The fluvastatin and losartan combination group 
(F+L) contained rabbits (n=9) that were provided with high-
cholesterol food and treated with a combination of fluvastatin 
(10 mg·kg-1·d-1) and losartan (25 mg·kg-1·d-1).  Both drugs were 
administered in the food[11–13].  An additional 8 rabbits were 
provided with regular food to act as a negative control group 
for comparison with the occurrence of atherosclerotic plaques 
induced by high-cholesterol food.

Total cholesterol and LDL-cholesterol analysis 
Blood samples were drawn from the marginal ear vein after 
the 16-week treatment period.  Total cholesterol (TC) and 
LDL-cholesterol concentrations were evaluated by enzymatic 
assays (Sigma Diagnostics).

Pathological examination and immunohistochemistry
The rabbits were anesthetized by an intramuscular injection of 
ketamine (35 mg/kg)/xylazine (7 mg/kg) and local anesthesia 
of the inguinal region by lidocaine.  The thoracic aorta was 
separated, and the upper section was stored in liquid nitrogen.  
The lower sections of the arteries were fixed in 4% formal-
dehyde and embedded in paraffin.  Sections (5 μm) were cut 
for the analyses of macrophage infiltration, smooth muscle 
cells (SMCs) and MCP-1 expression.  Macrophage infiltration, 

smooth muscle cells (SMCs) and MCP-1 protein expression 
were measured by immunohistochemistry.  In the macrophage 
infiltration analysis, the sections were incubated with mouse 
anti-macrophage antibody (RAM11) (DAKO, USA).  The 
SMCs and MCP-1 protein were incubated with mouse anti-
human antibody (Santa Cruz, USA).  The first antibody was 
cultured overnight at 4 °C.  After extensive washing, the sec-
tions were incubated with biotin-conjugated goat anti-mouse 
IgG antibody.  Visualization of the sections was performed 
with the SABC staining kit (Santa Cruz, USA).  Staining for 
the macrophages, MCP-1 and SMCs was performed in a simi-
lar way.  A customized imaging analysis system (Image-Pro 
Plus 5.0, Media Cybernetics, USA) was used to analyze the 
immunohistochemical results.  The thickness of the intima and 
media of the thoracic aortas and positive staining in immuno-
histochemistry were analyzed using the imaging processing 
software.

RT-PCR 
The total RNA was extracted from the rabbits in each group 
using the Trizol kit (Invitrogen, Carlsbad, CA).  The concentra-
tion of RNA was measured by an ultraviolet spectrophotom-
eter.  Reverse transcription was performed in a total volume 
of 20 μL.  The total RNA (1.5 μL) was mixed with DEPC water 
(8 μL) and denatured at 72 °C for 10 min followed by incu-
bation on ice for 5 min.  The RNase inhibitor (50 U/L) (0.5 
μL), reverse transcriptase (M-MLV 5U/L) (1 μL), MgCl2 (25 
mmol/L, 4 μL), dNTP (10 mmol/L, 2 μL), 10×buffer (2 μL) and 
OligodT (2.5 pmol/L, 1 μL) were added to the denatured RNA 
samples and incubated at 42 °C for 30 min, 99 °C for 5 min and 
5 °C for 5 min.  PCR was performed in a total volume of 50 μL 
containing 1.5 μL of reverse transcription products (cDNA), 
0.5 μL of DNA polymerase (5 U/L), 5 μL of 10×buffer, 4 μL 
of dNTP (2.5 mmol/L), 4 μL MgCl2 (25 mmol/L) and 1 μL of 
each forward and reverse primers.  The sequences of the for-
ward and reverse primers for the amplification of the MCP-1 
gene (330 bp) were 5’-TGCTCATTCCATACAGCCTGTG-3’ 
and 5’-CTTTTCATGCTTAGCGGCG-3’, respectively.  The 
sequences of the forward and reverse primers for the amplifi-
cation of the GAPDH gene (476 bp) were 5’-GAGCTGAACG-
GGAAACTCAC-3 and 5’-GGTCTGGGATGGAAACTGTG-3’, 
respectively.  All of the primers were synthesized by Shanghai 
Sangon Biological Engineering Technology Co, LTD (Shang-
hai, China).  The parameters for the PCR reaction were 94 °C 
for 4 min followed by 40 cycles of 94 °C for 30 s, 55 °C for 
45 s, 72 °C for 1 min and a final extension of 72 °C for 10 min.  
The PCR products were electrophoresed on a 1.5% agarose 
gel.  The PCR products of the GAPDH gene were used as an 
internal control, and the relative expression of the MCP-1 gene 
was calculated as an OD value of the MCP-1 PCR products/
GAPDH products.

Western blot
The aortic tissues were homogenized in a Tris-HCl buffer and 
centrifuged at 4000 r/min for 10 min at 4 °C.  Protein concen-
trations were determined using a bicinchoninic acid protein 
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assay.  The lysate proteins from the aortas were separated 
with 10% SDS-PAGE gels and were subsequently transferred 
onto nitrocellulose membranes.  After being blocked with 5% 
non-fat milk, the membranes were incubated with primary 
antibodies to mouse p38 MAPK (Cell Signaling Technology) 
followed by the corresponding horseradish peroxidase-conju-
gated secondary antibodies.  The bands were visualized by an 
MSF-300G Scanner (Microtek Lab, Nikon, Japan).

Statistical analysis
Data were analyzed using an ANOVA procedure.  A P<0.05 
was considered statistically significant.  Data were presented 
as the mean±SD.  SPSS for Windows Version 10.0 (SPSS Inc, 
Chicago, IL, USA) was used for the statistical analysis.

Results
Blood cholesterol level 
After 4 months of high-fat feeding, the administration of flu-
vastatin alone and the combination of fluvastatin and losartan 
decreased the total cholesterol and LDL-cholesterol levels 
(P<0.01).  The total cholesterol and LDL-cholesterol levels 
were not significantly different between the losartan group 
and the high-cholesterol group, indicating that losartan alone 
had no significant effect on the total cholesterol and LDL-
cholesterol levels (Figure 1A, 1B).

The effects of fluvastatin and losartan on plaque morphology 
To further study the inhibitory effects of fluvastatin and losar-
tan on atherosclerosis, we measured the intimal thicknesses, 
the ratio of intima to media thickness (I/M) and the lipid 
content after treatment with fluvastatin and losartan.  The 
intimal thickness and the ratios of intima to media thickness 
(I/M) were lower in the individual fluvastatin and losartan 
groups than in the high-cholesterol group (P<0.01, Figure 1C, 
1D, Table 1).  The intimal thickness and the ratio of intima to 
media thickness (I/M) were further decreased by the com-
bination of the two agents (P<0.01) [note that the combina-
tion of fluvastatin and losartan had a greater atherosclerosis-

reducing effect than fluvastatin or losartan alone (Figure 1C, 
1D, Table 1)].  The lipid contents were statistically lower in the 
individual fluvastatin and losartan groups than in the high-
cholesterol group (P<0.01).  Furthermore, the lipid content was 
markedly lower in the combination group than in the indi-
vidual fluvastatin and losartan groups (P<0.01, Figure 2A, 2B).  

The effect of the combination of fluvastatin and losartan on 
decreasing macrophages in atherosclerotic plaques 
To further study the effect of fluvastatin and losartan on regu-
lating macrophages in atherosclerotic plaques, we performed 
immunohistochemical analysis and observed macrophage 
changes after treatment with fluvastatin and losartan.  A large 
number of macrophages were present in the atherosclerotic 
plaques of the high-cholesterol group compared to the flu-
vastatin group and the losartan group, which demonstrated a 
small number of macrophages.  This indicated that fluvastatin 
or losartan alone was able to reduce macrophage infiltration 
in the atherosclerotic plaques (P<0.01, Figure 2C, 3B, Table 
2).  The macrophages in atherosclerotic plaques were further 
reduced by the combination of fluvastatin and losartan, which 
demonstrated that the combinational treatment had a greater 
macrophage-reduction activity within the atherosclerotic 
plaques (P<0.01, Figure 2C, 3B, Table 2).

Table 1.  The intimal thickness and the ratio of intima to media thickness (I/
M) in the four groups.  Mean±SD.  n=9. cP<0.01 νs HC group.  fP<0.01 νs 
fluvastatin group.  iP<0.01 νs losartan group. 

                                
The intimal

                        The ratio of intima  
   Group                           

thickness (μm)
                             to media 

                                                                                             thickness (I/M)
 
 HC               536.81±87.04                            1.37±0.15
 F              281.43±28.47c                          0.80±0.06c

 L               316.21±38.31c                          0.87±0.03c

 F+L              228.70±22.96fi                         0.66±0.04fi

Figure 1.  The effect of fluvastatin and losa-
rtan on plasma lipid levels and the extent 
of atherosclerosis.  (A) The total cholesterol 
levels. (B) The LDL-cholesterol levels. (C) The 
intimal thickness in four groups. (D) The ratio 
of intima to media thickness (I/M) in four 
groups.  cP<0.01 vs HC-diet group; fP<0.01 vs 
fluvastatin group;  iP<0.01 vs losartan group.  
Mean±SD.  n=9.
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The effect of fluvastatin and losartan on MCP-1 expression in the 
four groups 
To study the role of fluvastatin and losartan in the inhibition 
of MCP-1 expression, we performed an experiment to deter-
mine the expression of MCP-1 at both the protein and mRNA 
levels.  The MCP-1 protein expression level was reduced by 
fluvastatin and losartan alone as compared to an HC-diet 
group (P<0.01).  The expression of the MCP-1 protein was fur-

Table 2.  Quantification of the macrophages that stain positive in the 
plaques.  The results are expressed as the mean±SD.  n=9.  cP<0.01 νs 
HC group.  fP<0.01 νs fluvastatin group.  iP<0.01 νs losartan group.  

          Group                                              Macrophages positive (%) 
 
 HC                24.47±3.44 
 F               15.66±1.66c

Figure 3.  HE staining and mor-
phological analysis in plaques in 
the four groups.  (A) HE stain ing 
in the HC-diet group (HC), fluva-
statin group (F), losartan group 
(L), fluvastatin and losartan group 
(F+L).  (magnification×10, scale 
bars equal 200 μm).  (B) Macro-
phage expression in the HC-diet 
group (HC), fluvastatin group (F), 
losartan group (L), fluvastatin 
and losar tan group (F+L) in 
plaques by immunohistochemical 
stain ing.  (magnification×10, 
scale bars equal 200 μm).

Figure 2.  Oil Red O staining and macrophages in atherosclerotic plaques.  (A) Oil Red O staining in atherosclerotic plaques in the four groups (magni fi ca-
tion×10, scale bars equal 200 μm).  (B) Quantification of the positive staining area.  cP<0.01 vs HC-diet group; fP<0.01 vs fluvastatin group; iP<0.01 vs 
losartan group.  Data are the mean±SD.  (C) Quan ti fi ca tion of the macrophages that stained positive in the plaques.  cP<0.01 vs HC-diet group; fP<0.01 
vs fluvastatin group; iP<0.01 vs losartan group.  Mean±SD.  n=9.
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ther reduced by the combinational treatment with fluvastatin 
and losartan (P<0.05), which indicated that the combination 
of the two agents had a synergistic inhibitory effect on MCP-1 
protein expression (Figure 4A, 4B).  A similar inhibitory effect 
was observed for MCP-1 gene expression (Figure 4C, 4D).

SMC expression in the four groups 
The proliferation and migration of SMCs is one feature of early 
atherosclerotic lesions.  To study the effect of fluvastatin or 
losartan on the expression of SMCs in atherosclerotic plaques, 
we observed α-actin-positive vascular smooth muscle cells in 
atherosclerotic plaques among the four groups.  There were no 
significant differences among the four groups (Figure 5A).

p38 MAPK protein expression in the four groups 
Western blot analysis showed that p38 MAPK protein expres-
sion was present in the atherosclerotic plaques of the high-
cholesterol group.  Both fluvastatin and losartan alone signifi-
cantly attenuated p38 MAPK expression (P<0.05 vs the HC-
diet group).  Furthermore, the combination of fluvastatin and 
losartan further reduced p38 MAPK protein expression within 
the plaques compared to either fluvastatin or losartan alone 
(P<0.05 vs fluvastatin or losartan alone) (Figure 5B, 5C).

Discussion 
In this study, we explored the effect of fluvastatin or losartan 
and the combinational treatment with these two drugs on the 
extent of atherosclerosis and inflammation of atherosclerotic 
plaques in our constructed animal model[14].  This atheroscle-
rosis model was induced by feeding on a high-cholesterol diet 
and treating the animals with fluvastatin or losartan or a com-
bination of the two drugs.  

We have shown that after treatment of the atherosclerotic 
rabbits with either fluvastatin or losartan, the severity of ath-
erosclerosis and the number of macrophages in the athero-
sclerotic plaques decreased.  More importantly, treatment of 
the atherosclerotic rabbits with a combination of fluvastatin 
and losartan further reduced the severity of atherosclero-
sis and decreased the number of macrophages and MCP-1 
expression compared to the administration of fluvastatin or 
losartan alone.  These results suggested that combinational 
use of fluvastatin and losartan was more efficient in treating 
atherosclerosis and inflammation, which ultimately results in 
the stabilization of the plaques and decreases the occurrence 
of acute coronary syndrome.  Our results are consistent with 
a previous report[15] in which the combination of pravastatin 
and captopril further reduced the macrophage-foam cell size 
and fatty streak area compared to the individual use of either 
pravastatin or captopril[8].  Previous studies showed that the 
combination of rosuvastatin and candesartan further reduced 
the severity of atherosclerosis and the expression of lectin-like 
ox-LDL receptor-1 (LOX-1), which is a receptor for oxidized 
low-density lipoprotein, compared to the administration of 
rosuvastatin or candesartan[16] separately in mice.  

A growing body of evidence has indicated that lipid metab-
olism disorders and angiotensin II have a synergistic effect 

on the occurrence of atherosclerosis.  Hypercholesterolemia 
can up-regulate the expression of AT1R and angiotensin con-
verting enzyme at both the mRNA and protein levels, which 
increases production of angiotensin II[17, 18].  Angiotensin II 
not only enhances the transformation of LDL to ox-LDL by 
increasing the production of ROS but also has a direct effect on 
the ox-LDL receptor, LOX-1[19].  Previous studies have demon-
strated that angiotensin II increased the expression of LOX-1 
in a dose-dependent manner when coronary endothelial cells 
were incubated with different concentrations of angiotensin II.  
In addition, an AT1R blocker (losartan) down-regulated the 
expression of LOX-1 while an AT2R blocker (PD123319) did 
not inhibit the expression of LOX-1.  These results suggest that 
angiotensin II-induced expression of LOX-1 is mediated by 
AT1R[20].  Further studies have shown that angiotensin II can 
activate NF-kappaB, which in turn activates the promoter of 
the LOX-1 gene and up-regulates the transcription of LOX-1[21].  
Chen J et al showed that rosuvastatin and candesartan alone 
had inhibitory effects on LOX-1 expression in the atheroscle-
rotic plaques, whereas a combination had a dramatic inhibi-
tory effect on LOX-1 expression.  In addition, the author dem-
onstrated that the combination of a statin and an AT1R blocker 
inhibited p38 mitogen-activated protein kinase (MAPK) 
expression, which indicates that the antiatherosclerotic effect 
of combination therapy may be due to the inhibition of LOX-1 
protein expression and p38 MAPK expression[15].

MCP-1 is an important chemokine and plays a critical role 
in monocyte aggregation.  Previous studies showed that sta-
tins (eg, simvastatin) significantly reduced the MCP-1 level 
in monocytes in vitro[12].  In addition, angiotensin II receptor 
blockers (eg, irbesartan) can also decrease the expression of 
MCP-1 and relieve the extent of atherosclerotic plaques[22, 23].  
However, less synergistic effects on the expression of MCP-1 
were observed by the combination of statins and ARB.  Our 
current study further explored the effects of a combination of 
fluvastatin and losartan on the expression of MCP-1 to iden-
tify the potential anti-inflammatory mechanisms.  Our results 
showed that a combination of fluvastatin and losartan further 
reduced the expression of MCP-1 on both the gene and protein 
levels compared to individual treatment with either fluvasta-
tin or losartan.  Because the aggregation of inflammatory cells 
is a consequence of multiple factors, decreased expression of 
MCP-1 might only represent one of the mechanisms by which 
combinational treatment exerts its additive anti-inflammatory 
effects.

The activation of p38 MAPK by ox-LDL and angiotensin 
II in vascular smooth muscle cells has been reported.  It was 
found that the activation of p38 MAPK was involved in the 
ox-LDL- and angiotensin II-induced up-regulation of MCP-1 
in vascular endothelial cells and in hyperlipidemia-induced 
atherosclerosis.  Our study found that while fluvastatin and 
losartan alone could significantly decrease p38 MAPK expres-
sion and phosphorylation, a combination of the two drugs 
demonstrated a synergistic effect.  Our results suggest that 
decreased p38 MAPK expression and phosphorylation as a 
result of combinational treatment may play an important role 
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Figure 5.  Vascular smooth muscle cells (SMCs) and p38 MAPK protein expression in the four groups.  (A) SMCs expression in the four groups by 
immunohistochemical staining (magnification×20, scale bars equal 200 μm).  There was no difference among the four groups.  (B) p38 MAPK protein 
expression in the four groups by Western blot.  (C) Quantification of p38 MAPK protein level by Western blot in the four groups.  bP<0.05 vs HC-diet 
group.  eP<0.05 vs fluvastatin group.  hP<0.05 vs losartan group.  Mean±SD. n=9.

Figure 4.  MCP-1 protein and gene expression in the four groups.  (A) MCP-1 protein expression in the four groups by immunohistochemical staining 
(magnification×40, scale bars equal 50 μm).  (B) Quantification of the MCP-1 protein level by immunohistochemical staining in the four groups.  (C) 
MCP-1 mRNA expression levels by RT-PCR in the four groups.  (D) Quantification of MCP-1 mRNA levels by RT-PCR in the four groups.  cP<0.01 vs HC-diet 
group; eP<0.05 vs fluvastatin group; hP<0.05 vs losartan group.  Mean±SD.  n=9.
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in inhibiting atherosclerosis.
In conclusion, our studies showed that the combination of 

fluvastatin and losartan further reduced the severity of athero-
sclerosis compared to the individual use of either fluvastatin 
or losartan.  These results demonstrated that a synergistic anti-
inflammatory effect is mediated by the combinational use of 
fluvastatin and losartan by inhibiting RAS and p38 MAPK 
expression and phosphorylation.  This combination therapy 
may play an important role in preventing the progression of 
coronary heart disease.
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Introduction
Programmed cell death (PCD), an essential mechanism for 
development, tissue turnover and host defense in multicel-
lular organisms, exists in two major forms: apoptotic and 
autophagic cell death[1].  Apoptosis, or type I PCD, is a geneti-
cally controlled cell suicide process that plays an important 
role in maintaining cell homeostasis of higher organisms[2].  
Defective apoptosis results in a variety of diseases, such as 
autoimmunity, neurodegenerative disorders and many types 
of cancer[3].  Autophagy is also a crucial cellular homeostatic 
mechanism whereby eukaryotic cells degrade unnecessary 

proteins and prepare cytoplasmic organelles for their removal 
or turnover[4].  Although excessive autophagy can mediate 
cell death (type II PCD) under certain conditions, autophagy 
is largely considered to be a survival mechanism that is trig-
gered by starvation or hormonal stimulation[5, 6].  The relation-
ship between apoptosis and autophagy is complex and varies 
with both the cell type and the category of the stimulus[7, 8].  
Mounting evidence suggests that there is a mechanistic over-
lap between apoptosis and autophagy[9, 10].  Thus, researchers 
have become increasingly interested in understanding the co-
regulated factors of these two processes.

ROS are ions or small molecules that include singlet oxygen 
molecules, free radicals and peroxides, which are formed as 
byproducts of the normal cellular metabolism of oxygen[11].  
Organisms have developed antioxidant systems that include 
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antioxidant enzymes such as superoxide dismutase (SOD) 
and antioxidant molecules such as glutathione (GSH) to bal-
ance these species[12].  However, oxidative stress, a condition 
characterized by the dramatic increase in ROS levels and the 
disruption of the antioxidant balance, results in oxidative 
damage to cellular structures, signal transduction changes 
and cell death[13].  In addition, many studies have reported 
that ROS induce apoptosis in various cancer cells[14–16].  The 
mitochondrial membrane potential and the expression of Bcl-2 
family proteins, which have been closely linked to mitochon-
drial-mediated apoptosis, were also reported to be affected 
by ROS[17].  Recent reports have also demonstrated that ROS 
participate in the regulation of autophagy in certain circum-
stances[18, 19].  Therefore, we are interested in the role of ROS in 
both apoptosis and autophagy.

Oridonin, an active diterpenoid isolated from Rabdosia 
rubescens, was found to present various pharmacological 
and physiological outcomes, including anti-bacterial, anti-
inflammation and anti-tumor effects[20, 21].  Our previous stud-
ies showed that both apoptosis and autophagy were induced 
by oridonin in HeLa cells, and autophagy antagonized apop-
tosis by activating the PKC signaling pathway[22].  We also 
found that oridonin could induce ROS to mediate apoptosis in 
murine fibrosarcoma L929 cells and human hepatoma HepG2 
cells[23, 24].  Hence, in this study, we investigated the possible 
regulatory mechanisms of ROS in oridonin-induced apoptosis 
and autophagy in HeLa cells.  

Materials and methods 
Materials 
Oridonin was obtained from the Kunming Institute of Botany, 
The Chinese Academy of Sciences (Kunming, China).  The 
purity of oridonin was confirmed by HPLC and determined 
to be 99.4%.  Oridonin was dissolved in dimethyl sulfoxide 
(DMSO) to make a stock solution.  The DMSO concentration 
was kept below 0.1% in cell culture and did not induce any 
detectable effect on cell growth or cell death.

Fetal bovine serum (FBS) was obtained from TBD Biotech-
nology Development (Tianjin, China).  3-(4,5-Dimethylthiazol-
2-yl)-2,5-diphenyltetrazolium bromide (MTT), Hoechst 33258, 
Annexin V-FITC, propidium iodide (PI), monodansylcadaver-
ine (MDC), 3-methyladenine (3-MA), N-acetyl-cysteine (NAC), 
2’,7’-dichlorofluorescein diacetate (DCF-DA), catalase (CAT) 

and rhodamine-123 were purchased from Sigma Chemical 
(St Louis, MO, USA).  Polyclonal antibodies to Bax, Bcl-2, 
phosphor-Bcl-2, caspase-3, caspase-8, caspase-9, LC3, Beclin 1, 
β-actin, and horseradish peroxidase-conjugated secondary 
antibodies were obtained from Santa Cruz Biotechnology 
(Santa Cruz, CA, USA).

Cell culture 
The human cervical carcinoma HeLa cell line was obtained 
from American Type Culture Collection (ATCC, Manassas, 
VA, USA).  The cells were cultured in RPMI-1640 medium 
(GIBCO, Gaithersburg, MD, USA) supplemented with 10% 
fetal bovine serum (FBS), 0.03% L-glutamine (GIBIO, Grand 
Island, NY, USA), 100 U/mL penicillin and 100 μg/mL strep-
tomycin and maintained at 37 oC with 5% CO2 in a humidified 
atmosphere.

Cell growth inhibition assay
The inhibition of cell growth was measured by MTT assay as 
described previously[25].  The cells were dispensed in 96-well 
flat bottom microtiter plates (NUNC, Roskilde, Denmark) at 
a density of 1.5×104 cells per well.  After 24 h of incubation, 
they were treated with various concentrations of oridonin 
or 5 mmol/L NAC 1 h prior to 80 μmol/L oridonin for the 
indicated time periods.  Next, MTT (5 mg/L) was added to 
each well for 3 h, and the resulting crystals were dissolved in 
DMSO.  Optical density was measured by MTT assay using 
a plate microreader (TECAN SPECTRA, Wetzlar, Germany).  
The percentage of cell growth inhibition was calculated as fol-
lows: 

Observation of nuclear damage by Hoechst 33258 staining
HeLa cells (5×105/well) were cultured in 6-well culture plates.  
After 24 h of incubation, the cells were treated with or without 
80 µmol/L oridonin for 24 h.  The cells were then incubated 
with 5 mmol/L Hoechst 33258 at 37 °C for 30 min, and the 
nuclear changes of fluorescence were observed by OLYM-
PUS IX70 reverse fluorescence microscopy (Olympus, Tokyo, 
Japan) at excitation wavelength 350 nm with emission filter 
460 nm[26].

Analysis of autophagy and apoptosis by flow cytometry
HeLa cells were dispensed in 25 mL culture bottles at a den-
sity of 1×106 per bottle.  After 24 h of incubation, they were 
treated with or without 3-MA and NAC at the given concen-
trations 1 h prior to the administration of oridonin for 24 h.  
The cells were harvested by trypsin and rinsed with PBS.  To 
measure autophagy, monodansylcadaverine (MDC) was used 
as a marker for autophagic vacuoles[27]; collected cells were 
suspended with 0.05 mmol/L MDC at 37 °C for 60 min.  Stain-
ing with Annexin V/PI was used to measure apoptosis.  The 
cells were fixed with 100 µL binding buffer and treated with 2 
µL Annexin V-FITC solution (20 mg/L) at 4 °C for 20 min; they 

Cell inhibition ratio (%)= A492 control–A492 sample ×100                                              A492 control–A492 blank

Chemical structure of oridonin.
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were then added 1 mL PI solution (50 mg/L) for 5 min.  For 
measuring apoptosis with PI staining, the collected cells were 
fixed with 500 µL PBS and 10 mL 70% ethanol at 4 °C for 18 h, 
and then after being washed twice with PBS, the cells were 
suspended with 1 mL PI solution (PI 50 mg/L and RNase A 
1 g/L)[26].  Next, the samples were analyzed using a FACScan 
flow cytometer (Becton Dickinson, Franklin Lakes, NJ, USA).

Flow cytometric analysis of intracellular ROS production
HeLa cells were dispensed in 25 mL culture bottles at a den-
sity of 1×106 per bottle.  After 24 h of incubation, they were 
treated with various concentrations of oridonin or 3-MA and 
NAC at the given concentrations 1 h prior to 80 μmol/L ori-
donin for the indicated time periods.  The cells were incubated 
with 10 µmol/L DCF-DA at 37 °C for 15 min to assess ROS-
mediated oxidation of DCF-DA to the fluorescent compound 
DCF.  Next, the cells were harvested and the pellets were sus-
pended in 1 mL PBS.  Samples were analyzed at an excitation 
wavelength of 480 nm and an emission wavelength of 525 nm 
using a FACScan flow cytometer (Becton Dickinson, Franklin 
Lakes, NJ, USA)[28].

Observation of morphologic changes
HeLa cells (5×105/well) were seeded into 6-well culture plates.  
After 24 h of incubation, the cells were treated with or without 
5 mmol/L NAC 1 h prior to the administration of 80 µmol/L 
oridonin for 24 h of incubation.  The cellular morphology was 
observed by a phase-contrast microscope (Leica, Nussloch, 
Germany).  

Flow cytometric analysis of ∆Ψm
HeLa cells were dispensed into 25 mL culture bottles at a 
density of 1×106 per bottle.  After 24 h of incubation, the cells 
were treated with or without 5 mmol/L NAC 1 h prior to the 
administration of 80 µmol/L oridonin for a 24-h incubation.  
The cells were harvested by trypsin and rinsed with PBS.  For 
measuring ∆Ψm, a cationic fluorescent dye rhodamine 123 
was used as previously described[29].  The collected cells were 
stained with 1 μg/mL rhodamine 123 and incubated at 37 °C 
for 15 min.  The samples were analyzed using a FACScan flow 
cytometer (Becton Dickinson, Franklin Lakes, NJ, USA).

Isolation of cytosolic and mitochondrial fractions 
The cell groups were harvested by trypsin, and the cell pel-
lets were resuspended in ice-cold homogenizing buffer, 
(250 mmol/L sucrose, 20 mmol/L HEPES, 10 mmol/L KCl, 
1 mmol/L EDTA, 1 mmol/L EGTA, 1.5 mmol/L MgCl2, 1 
mmol/L DTT, 1 mmol/L PMSF, 1 μg/mL aprotinin, and 1 
μg/mL leupeptin).  After homogenization (40 strokes), the 
homogenates were centrifuged at 42 00×g at 4 °C for 30 min.  
The supernatant was used as the cytosolic fraction, and the 
pellet was resolved in lysis buffer as the mitochondrial frac-
tion[17].

Western blot analysis
HeLa cells (2×106) were preincubated with or without specific 

inhibitors before treatment with 80 µmol/L oridonin.  After 
24 h, both adherent and floating cells were collected and fro-
zen at -80 oC.  Western blot analysis was carried out as follows.  
The cell pellets were resuspended in lysis buffer containing 50 
mmol/L Hepes (pH 7.4), 1% Triton-X 100, 2 mmol/L sodium 
orthovanadate, 100 mmol/L sodium fluoride (NaF), 1 mmol/L 
edetic acid, 1 mmol/L egtazic acid (EGTA), 1 mmol/L phenyl-
methyl-sulfonylfluoride (PMSF), 0.1 g/L aprotinin, and 0.01 
g/L leupeptin and lysed at 4 oC for 1 h.  Then the cells were 
spun in a centrifuge at 12 000×g for 10 min, and the protein 
content of the supernatant was determined by Bio-Rad protein 
assay reagent (Bio-Rad, Hercules, CA, USA).  The proteins 
were separated by 12% SDS polyacrylamide gel electropho-
resis and blotted onto nitrocellulose membrane.  The mem-
branes were soaked in 5% skimmed milk and incubated with 
primary polyclonal antibodies overnight.  The proteins were 
visualized by an anti-rabbit IgG conjugated with peroxidase 
and diamino-benzidine (DAB)[30].  Protein levels were quanti-
fied by densitometry (Fluochim v2.0 Alpha; Alpha Innotech, 
San Leandro, CA, USA).  The relative density was calculated 
as follows:

Observation of autophagy by monodansylcadaverine (MDC) 
staining
HeLa cells (5×105/well) were cultured in 6-well culture plates.  
After 24 h of incubation, the cells were treated with or without 
5 mmol/L NAC 1 h prior to the administration of 80 µmol/L 
oridonin for 24 h.  Next, the cells were incubated with 0.05 
mmol/L MDC at 37 °C for 1 h, and the change in fluorescence 
was observed by OLYMPUS IX70 reverse fluorescence micros-
copy (Olympus, Tokyo, Japan) at an excitation wave length 
380 nm with an emission filter of 525 nm.

Statistical analysis
All results and data were confirmed in at least three separate 
experiments.  Data are expressed as mean±SD.  Statistical com-
parisons were made by one-way ANOVA.  P<0.05 was consid-
ered significant.

Results
Oridonin induced apoptosis and autophagy in HeLa cells
Oridonin inhibited HeLa cell growth in a time- and concentra-
tion-dependent manner.  Concentrations of oridonin ranging 
from 10 to 160 μmol/L all exerted cytotoxic effects on HeLa 
cell growth and treatment with 80 μmol/L oridonin for 24 h 
resulted in almost 50% inhibition (Figure 1A).  To determine 
whether apoptosis was induced by oridonin, the morphologi-
cal changes were observed by Hoechst 33258 staining.  Ori-
donin treated cells showed marked fragmented DNA in their 
nuclei, whereas the nuclei were round and homogeneously 
stained in the control group (Figure 1B).  We also examined 
the effect of oridonin on autophagy by detecting MDC (a 
fluorescent dye of autophagosome) labeled cells.  Analysis 

Relative density= Band density of the sample
                                   Band density of control
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of flow cytometry data showed that the percentage of MDC-
positive cells after oridonin treatment was 23.38% at 24 h and 
was considerably higher than that in the control group (Figure 
1C).  To further investigate the relationship of apoptosis and 
autophagy in oridonin-treated HeLa cells, 3-MA (a specific 
autophagy inhibitor) was introduced.  Treatment with 3-MA 
prior to the addition of oridonin led to a markedly increased 
cell growth inhibition ratio and apoptotic ratio compared 
with the group treated with oridonin alone (Figure 1D and 
1E).  These results indicated that oridonin induced both apop-
tosis and autophagy in HeLa cells and that the inhibition of 
autophagy contributed to the up-regulation of apoptosis.

Oridonin dose-dependently induced intracellular ROS generation 
in HeLa cells
To investigate whether ROS were triggered by oridonin in 
HeLa cells, DCF-DA, a specific ROS-detecting fluorescent dye, 
was used to examine the intracellular ROS level.  The expo-
sure of HeLa cells to various doses of oridonin for 24 h led to a 
sharp increase in DCF fluorescence compared with the control 
group (Figure 2).  Furthermore, the ratio of DCF-positive cells 
was increased from 3.73% in untreated cells to 3.81%, 7.50%, 
23.07%, or 41.93% in cells treated with oridonin doses of 20, 40, 
80, and 120 μmol/L, respectively.  When pretreated with the 

ROS scavenger NAC, the corresponding ratio of DCF-positive 
cells was markedly reduced, from 23.07% to 7.96%, compared 
with the group treated with 80 μmol/L oridonin alone (Figure 
2).  These data suggested that ROS in HeLa cells were induced 
by oridonin in a dose-dependent manner.

ROS mediated oridonin-induced apoptosis in HeLa cells
To evaluate the role of ROS in oridonin-induced apoptosis, we 
pretreated HeLa cells with NAC before oridonin administra-
tion.  Oridonin treatment induced canonical apoptotic changes 
including membrane blebbing and granular apoptotic bod-
ies.  In contrast, these apoptotic morphologic alterations were 
almost completely suppressed by pretreatment with NAC 
(Figure 3A).  The MTT assay also demonstrated that NAC 
treatment significantly reduced the cell growth inhibition 
ratio from 33.1% for oridonin alone to 5.8% in the presence of 
NAC (Figure 3B).  Flow cytometry analysis revealed that NAC 
reduced the apoptotic ratio compared with oridonin treat-
ment alone (Figure 3C).  Like NAC, treatment with an addi-
tional non-thiol antioxidant catalase (CAT), which catalyzes 
the conversion of hydrogen peroxide to water and oxygen, 
also reduced the oridonin-induced cell growth inhibition and 
apoptosis (Figure 3B and 3C).  Together, these results demon-
strated that ROS played an important role in oridonin-induced 

Figure 1.  Oridonin induced apoptosis and autophagy in HeLa cells.  (A) The cells were treated with various doses of oridonin for 12, 24, or 36 h.  The 
cell growth inhibition ratio was measured by MTT assay.  n=3.  Mean±SD.  bP<0.05, cP<0.01 vs control group.  (B) The cells were treated with 80 μmol/L 
oridonin for 24 h and the changes in cellular morphology were observed by fluorescence microscopy with Hoechst 33258 staining (×400 magnification, 
Bar=10 µm).  (C) The ratio of MDC-positive cells was measured by flow cytometric analysis after the cells were incubated with 80 µmol/L oridonin for 24 h.  
The FACScan histograms are shown.  (D–E) The cells were treated with 80 μmol/L oridonin for 24 h in the presence or absence of 2 mmol/L 3-MA, the 
cell growth inhibition ratio (D) was measured by MTT assay, and the apoptotic cells were measured by flow cytometry analysis that detected Annexin 
V/PI staining.  The apoptotic ratio (E) represents the addition of the proportion of Annexin V positive cells and the proportion of PI-positive cells.  n=3. 
Mean±SD.  eP<0.05, fP<0.01 vs oridonin group.  Con: control, Ori: oridonin.
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apoptosis in HeLa cells.

Inhibition of ROS rescued the loss of ∆Ψm in oridonin-treated 
HeLa cells 
Because there is a relationship between ROS generation and 

the disruption of the mitochondrial membrane potential, we 
examined whether ROS are involved in the regulation of ∆Ψm 
in HeLa cells.  The loss of the ∆Ψm was reflected by a decrease 
in the intensity of rhodamine 123 fluorescent staining, which 
was used to detect the integrity of mitochondrial membrane.  

Figure 2.  ROS production was induced by oridonin and could be inhibited by NAC in HeLa cells.  The cells were treated with various doses of oridonin or 
coincubated with 5 mmol/L NAC and 80 µmol/L oridonin for 24 h.  The DCF-positive cells were measured by flow cytometry.  The corresponding linear 
diagram of the FACScan histograms is expressed at the base.  n=3.  Mean±SD.  cP<0.01 vs 80 µmol/L oridonin group.

Figure 3.  Effect of ROS on oridonin-induced apoptosis in HeLa cells.  The cells were treated with 80 μmol/L oridonin for 24 h in the presence or 
absence of 5 mmol/L NAC or 1000 U/mL CAT.  (A) The cellular morphologic changes were observed by phase contrast microscopy (×200 magnification, 
Bar=20 µm).  The cell growth inhibitory ratio was measured by MTT assay (B), and the apoptotic ratio was measured by flow cytometric analysis stained 
with PI (C).  n=3.  Mean±SD.  cP<0.01 vs oridonin group.
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Oridonin treatment alone reduced the ratio of rhodamine-
positive cells from 95.72% in the control group to 77.87%.  
However, this decrease was reversed by NAC pretreatment 
which increased that ratio to 94.93% when co-incubated with 
oridonin (Figure 4).  These findings revealed that ROS con-
tributed to the oridonin-induced dissipation in ∆Ψm in HeLa 
cells.

ROS was involved in oridonin-induced Bax translocation and 
Bcl-2 degradation in HeLa cells
Because the results above indicated that ROS influenced the 
mitochondrial membrane potential, the expression of Bax 
and Bcl-2, which are Bcl-2 family members modulating mito-
chondrial-mediated apoptotic pathway, were examined using 
Western blot analysis.  As shown in Figure 5, the expression 
level of Bax in the cytosol was only slightly upregulated in 
response to oridonin treatment, but oridonin caused a sharp 
increase in Bax expression in the mitochondria.  This sug-
gests that oridonin induced the translocation of Bax from the 
cytosol to the mitochondria in these conditions.  The results 
also showed that oridonin attenuated the expression of Bcl-2 
in both the cytosol and the mitochondria but induced the 
phosphorylation of Bcl-2.  In the presence of NAC, oridonin-
induced Bax translocation and Bcl-2 degradation were both 
reversed, and the expression of all proteins returned to 
untreated levels (Figure 5).  Therefore, ROS participated in the 
regulation of mitochondrial-mediated apoptosis in oridonin-
treated HeLa cells.

ROS participated in oridonin-activated caspase-3, caspase-8, and 
caspase-9 process in HeLa cells
It is well known that the caspase protein family plays a critical 
role in the apoptotic process.  To further elucidate the impor-
tance of ROS in apoptosis, we examined the expression of  

caspase-3, caspase-8, and caspase-9 by Western blot analy-
sis.  As shown in Figure 6, the cleavage of procaspase-3 and 
procaspase-8, as well as the decrease in procaspase-9, was 
observed in oridonin-treated cells.  The activation of this 
process was inhibited by NAC administration.  These results 
further confirmed the critical role of ROS in apoptosis in this 
system.

ROS regulated oridonin-induced autophagy in HeLa cells
Because oridonin may induce autophagy and apoptosis, we 
examined the effect of ROS on oridonin-induced autophagy.  
Oridonin treatment led to a marked increase in the number of 
MDC-labeled fluorescent particles in the cells, which further 
confirmed that oridonin could induce autophagy in HeLa 
cells.  However, when NAC was applied, the number of MDC-
labeled fluorescent particles was completely suppressed (Fig-
ure 7A).  Quantitative analysis by flow cytometry also showed 
that the percentage of MDC-positive cells by oridonin treat-
ment was reduced by NAC or CAT treatment from 23.38% 
to 5.18% and 9.31%, respectively (Figure 7B).  We further 
examined the effect of NAC on oridonin-induced autophagy 
through detection of the autophagic markers Beclin 1 and 
MAP-LC3.  As expected, oridonin treatment alone enhanced 
both the expression level of Beclin 1 and the conversion of 
LC3-I to LC3-II, but these enhancements were reversed by 
NAC pretreatment.  NAC alone had no effect on the expres-
sions of these two marker proteins (Figure 7C).  Next, the 
influence of autophagy inhibitor 3-MA on oridonin-induced 
ROS generation was evaluated.  The percentage of DCF-
positive cells declined from 26.22% in the oridonin-treated 
cells to 14.05% in 3-MA and oridonin-treated cells (Figure 7D).  
Together, these results indicated that ROS was also involved 
in regulating oridonin-induced autophagy in HeLa cells.

Figure 4.  Significant reduction in mitochondrial trans-
membrane potential (∆Ψm) was induced by oridonin and 
could be rescued by NAC in HeLa cells.  The cells were 
treated with 80 μmol/L oridonin for 24 h in the presence 
or absence of 5 mmol/L NAC and then were loaded with 
the membrane-sensitive probe rhodamine 123.  The 
rhodamine retention was measured by flow cytometry.  The 
corresponding linear diagram of the FACScan histograms 
is expressed at the base.  n=3.  Mean±SD.  bP<0.05 vs 
oridonin group.
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Oridonin induced persistent ROS generation in HeLa cells
The data above revealed that ROS generation was the crucial 
event to mediate oridonin-induced apoptosis and autophagy.  
To further confirm this finding, we measured intracellular 
ROS levels for various time periods by using DCF-DA.  Sig-
nificant levels of ROS were generated within 1 h after oridonin 
treatment, and the level of ROS continued to increase for 24 h 
(Figure 8).  The ratio of DCF-positive cells increased from 
4.36% in untreated cells to 22.57%, 27.19%, 27.69%, 36.62%, 
and 36.34% in 1, 3, 6, 12, and 24 h-treated cells, respectively 
(Figure 8).  This demonstrated that ROS generation was the 
first event stimulated by oridonin and acted as the main factor 
mediating oridonin-induced apoptosis and autophagy.

Discussion
Apoptosis and autophagy have previously been correlated 
both positively and negatively depending on the “molecular 
switches” connecting them[7, 8].  In previous studies, we dem-
onstrated that autophagy and apoptosis were both induced 
in oridonin-treated HeLa cells and that autophagy was a pro-

tective mechanism against apoptosis in this circumstance[22].  
Here, we further confirmed these results through flow cyto-
metric analysis and observation of changes in morphology.  It 
is well established that autophagy may promote survival in 
many contexts, including nutrient deprivation, endoplasmic 
reticulum stress, and microbial infection[7].  Under these condi-
tions, autophagy played a cytoprotective role in response to 
oridonin-induced cellular stress; apoptosis was up-regulated 
by the inhibition of autophagy.  These results were consistent 
with the data of Kaushik and colleagues[19].  In addition, it has 
been postulated that oxidative stress can result in autophagy, 
apoptosis, or necrosis, depending on its severity[31].  Our work 
investigated the possible role of ROS in regulating oridonin-
induced apoptosis and autophagy in HeLa cells.

ROS are essential intermediates in many intracellular sig-
nal pathways that lead to cell death[13].  ROS generation has 
been reported to be associated with a variety of stimuli such 
as tumor necrosis factor (TNF), endoplasmic reticulum stress 
(ER stress), starvation, and certain compounds[32].  The results 
in this study revealed that ROS generation was induced by 
oridonin in a dose-dependent manner in HeLa cells.  Also 
we found that ROS production could be significantly scav-

Figure 6.  Effects of NAC on oridonin-induced activations of caspase-3, 
caspase-8, and caspase-9.  The cells were treated with 80 μmol/L 
oridonin for 24 h in the presence or absence of 5 mmol/L NAC, and the 
expression levels of procaspase-3, caspase-3, procaspase-8, caspase-8, 
procaspase-9 were detected by Western blot analysis.  The corresponding 
histograms were quantified by densitometry and were expressed at the 
bottom.  n=3.  Mean±SD.  bP<0.05, cP<0.01 vs control group; eP<0.05, 
fP<0.01 vs oridonin group.  Each experiment was performed at least three 
times, and β-actin was used as a loading control.

Figure 5.  Effects of NAC on oridonin-induced Bax translocation and Bcl-2 
degradation.  The cells were treated with 80 μmol/L oridonin for 24 h 
in the presence or absence of 5 mmol/L NAC.  The expression levels of 
Bax, p-Bcl-2, Bcl-2 both in the cytosol and the mitochondria, and the total 
protein expressions of Bax and Bcl-2 in the cells were detected by Western 
blot analysis.  The corresponding histograms quantified by densitometry 
were expressed at bottom.  n=3.  Mean±SD.  bP<0.05, cP<0.01 vs control 
group; eP<0.05, fP<0.01 vs oridonin group.  These experiments were 
performed at least three times, and β-actin was used as a loading control.
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enged by NAC.  These data suggest a possible role for ROS in  
oridonin-induced cellular events.  

There is evidence that apoptosis can be induced by ROS.  It 
has been shown that ROS generation, which regulated p53 
activation, mediated oridonin-induced apoptosis in HepG2 
cells[24].  Conjugation with polyethylene glycol (PEG) could 
effectively reduce the polyamidoamine-induced cell apoptosis 
by limiting the production of ROS[33].  Consistent with these 
studies, our results demonstrated that the inhibition of ROS 
generation by NAC led to significant decrease in oridonin-
induced cytotoxicity and apoptosis.  As a potent inducer of 
apoptosis, the pathways of ROS in regulating apoptosis were 
investigated.  Mitochondria are particularly vulnerable to 
oxidative stress and are major sources of intracellular ROS[34].  
Many reports have documented that ROS participate in the 
apoptotic process by disrupting the ability to induce the 
mitochondrial membrane potential (MMP)[17, 33].  In addition, 
other studies have shown that several Bcl-2 family proteins, 

especially the pro-apoptotic protein Bax and the anti-apoptotic 
protein Bcl-2, are recognized as major players in mitochon-
drial-mediated apoptosis by regulating MMP[23, 35].  The ratio 
of Bax/Bcl-2 is critical for the induction of apoptosis[35].  In this 
study, we demonstrated that the suppression of ROS reversed 
oridonin-induced loss of ∆Ψm, Bax translocation and Bcl-2 
degradation; this indicates that an increased Bax/Bcl-2 ratio 
may be important for inducing the MMP in the ROS-mediated 
and oridonin-induced apoptosis.  Moreover, ROS were also 
found to regulate caspase-dependent apoptosis, as demon-
strated by the ability of ROS to induce caspase-8, caspase-9, 
and eventually caspase-3 activation.  This conclusion was 
supported by the observation that caspase-dependent spon-
taneous apoptosis was inhibited by NAC in vitro in cultured 
human primary B lymphocytes[36].  Together, these results sug-
gest that ROS played a role in inducing apoptosis in oridonin-
treated HeLa cells.

Autophagy is a well-conserved lysosomal degradation 

Figure 7.  Effect of ROS on oridonin-induced autophagy in HeLa cells.  (A–C) The cells were treated with 80 μmol/L oridonin for 24 h in the presence or 
absence of 5 mmol/L NAC or 1000 U/mL CAT.  (A) The changes in cellular morphology were observed by fluorescence microscopy with MDC staining 
(×400 magnification, Bar=10 µm).  (B) The autophagic ratio was measured by flow cytometric analysis.  n=3.  Mean±SD.  fP<0.01 vs oridonin group.  (C) 
The protein levels of Beclin 1 and MAP-LC3 were detected by Western blot analysis, and the corresponding histograms quantified by densitometry were 
expressed at the bottom.  n=3.  Mean±SD.  bP<0.05, cP<0.01 vs control group; eP<0.05, fP<0.01 vs oridonin group.  Each experiment was performed at 
least three times, and β-actin was used as a loading control.  (D) The cells were treated with 80 μmol/L oridonin for 24 h in the presence or absence of 
2 mmol/L 3-MA and the DCF-positive cells was measured by flow cytometric analysis.  n=3.  Mean±SD.  eP<0.05 vs oridonin group.  
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pathway that has become an attractive area of study in recent 
years[4].  ROS have been reported to be involved in autophagy 
by regulating the activity of the redox sensitive cysteine pro-
tease HsAtg4A, which belongs to the Atg4 family[37].  Here, we 
found that the oridonin-induced autophagosome accumula-
tion, the increased expression of Beclin 1 and the conversion 
of LC3-I to LC3-II were all inhibited by NAC, suggesting that 
ROS contributed to autophagy in this system.  Subsequent 
results revealing reduced levels of ROS by the autophagy 
inhibitor 3-MA further confirmed this.  

These findings revealed that ROS mediated the oridonin-
induced apoptosis and autophagy, whereas autophagy antag-
onized apoptosis in this circumstance.  We hypothesized that 

the generation of ROS was first induced by oridonin and that 
this was the fundamental signal molecule in oridonin-induced 
cellular events.  In agreement with our hypothesis, our results 
indicate that ROS production was triggered rapidly and 
robustly 1 h after administration of oridonin and increased 
persistently.  

Therefore, we hypothesized a possible mechanism for the 
oridonin-induced production of ROS in the cells.  It is well 
established that mitochondria are particularly vulnerable to 
oxidative stress and are major sources of intracellular ROS[34].  
In our study, the expression of ΔΨm and some critical mito-
chondrial proteins were altered; thus, we presumed that ori-
donin induced the generation of ROS in mitochondria.  We 
proposed that oridonin may induce a state of cellular oxidative 
stress by altering the redox state of glutathione or the activity 
of superoxide dismutase.  These changes could lead to a mito-
chondrial permeability change either directly or indirectly, 
which in turn could cause the generation of ROS.  Further 
studies will be required to confirm this.  

In summary, we have demonstrated that ROS signal for the 
initiation of mitochondrial- and caspase-dependent apopto-
sis as well as autophagy in oridonin-treated HeLa cells.  Our 
results provide new insight into the role of ROS in signaling 
apoptosis and autophagy.  Future investigations character-
izing additional signaling pathways mediated by ROS in both 
apoptosis and autophagy are still needed.
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Introduction
Acquired Immunodeficiency syndrome (AIDS) remains an 
enormous health threat for humans despite the fact that avail-
able chemotherapeutic agents have increased in number and 
effectiveness in recent years.  Currently, 7400 people become 
infected with human immunodeficiency virus (HIV) every day 
all over the world.  As of 2008, the US Food and Drug Admin-
istration (FDA) and European Medicines Agency (EMA) 
has approved 25 anti-HIV drugs for clinical use, including 5 
fixed-dose combinations to deal with the decreased sensitiv-
ity of drugs caused by the rapid emergence of drug-resistant 
mutants[1].  Thus, more effective drugs with novel mechanisms 
of action or resistance profiles different from those of currently 
available anti-HIV therapeutics are urgently necessary[2].  

3′,4′-Dicamphanoyl-(+)-cis-khellactone (DCK) and its ana-

logs are a novel class of non-nucleoside reverse transcriptase 
inhibitors (NNRTIs) with a novel mechanism.  They inhibit 
DNA-dependent DNA polymerase activity, in contrast to cur-
rently marketed NNRTI drugs, which interfere with the RNA 
polymerase activity of HIV-1 RT[3, 4].  In our prior studies, 
3-cyanomethyl-4-methyl-DCK (CMDCK), a DCK analog, was 
identified as a promising preclinical agent.  It exhibited high 
potency against the replication of both laboratory-adapted 
HIV strains and primary HIV-1 isolates in a CD4+ T cell line 
and PBMCs, respectively, as well as moderate efficacy against 
multidrug-resistant HIV strains (EC50/EC90).  Preliminary 
pharmacokinetic studies indicated that CMDCK has a mar-
ginal oral bioavailability (approximately 15%) in rats[5].  Only 
a very small amount of parent compound was recovered from 
the urine and bile after oral administration in rats.  This result 
indicated that metabolism was the major elimination pathway 
of CMDCK in the body.  In in vitro stability tests, a higher 
metabolic rate was noted in HLMs than in RLMs (rat liver 
microsomes) and DLMs (dog liver microsomes), suggesting 
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that CMDCK may undergo extensive first-pass metabolism in 
humans.  

In the present study, LC-ESI/MS/MS was used to character-
ize the major oxidative metabolites formed in pooled human 
liver microsomes (HLMs).  The role of CYP enzymes in the 
biotransformation and metabolic pathways of the candidate 
drug was investigated using both recombinant human CYP 
enzymes and HLMs combined with specific CYP antibodies 
and selective chemical inhibitors.  

Materials and methods
Chemicals and materials
CMDCK and an internal standard (chemical structure pre-
sented in Figure 1) were synthesized in house with a purity 
of 98.5% determined by HPLC.  Ketoconazole (KET), trole-
andomycin (TAO), ritonavir (RIT), naphthoflavone, sulfa-
phenazole, tranylcypromine, quinidine and NADPH were 
purchased from Sigma-Aldrich (St Louis, MO, USA).  Pooled 
HLMs, human recombinant cytochrome P450 enzymes 
(CYP1A2, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, 
CYP3A4, and CYP3A5) with reductase and anti-human 
CYP2D6 and CYP3A4 antibodies were purchased from BD 
Gentest Corporation (Woburn, MA, USA).  Unless specified, 
all other reagents and solvents were the highest purity avail-
able and were purchased from Sigma-Aldrich Chemical Co 
(St Louis, USA).  All buffers and reagents were prepared with 
high-purity water (Milli-Q; Millipore, Bedford, MA, USA).  

Identification of CMDCK metabolites in HLMs
The incubation mixtures contained CMDCK (10 µmol/L), 
pooled HLMs (1 mg/mL), and NADPH (1 mmol/L) in 100 
mmol/L sodium phosphate buffer (pH 7.4).  The reactions 
were started by the addition of an NADPH solution after a 
5-min preincubation.  Incubations were carried out at 37 °C 
for 60 min and stopped by adding an equal volume of ice-cold 
methanol/acetonitrile (1/4, v/v).  The suspension was centri-
fuged (20 000×g, 10 min), and an aliquot (20 µL) of the super-
natant was analyzed directly by HPLC/PDA for metabolite 
screening and by LC/MS/MS for structural elucidation.

CYP phenotyping of CMDCK with recombinant CYP enzymes
CMDCK (4 µmol/L, unless otherwise indicated, dissolved in 

incubation buffer) was incubated separately in sodium phos-
phate buffer (100 mmol/L, pH 7.4) containing recombinant 
CYP1A2, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, 
CYP3A4, and CYP3A5 coexpressed with cytochrome b5 in a 
final volume of 200 µL.  Supersomes were used at P450 protein 
concentrations of 25 nmol/L.  After preincubation for 5 min 
at 37 °C, the reaction was initiated by the addition of NADPH 
(1.0 mmol/L) and was terminated at 30 min by adding 200 µL 
of cold acetonitrile.  Subsequently, 400 µL of IS solution (3.8 
µmol/L, dissolved in acetonitrile) was added to the samples, 
followed by centrifugation (10 min, 20 000×g, 4 °C).  An aliquot 
of 100 µL of supernatant was taken for ESI-LC-MS analysis as 
described below.  Control microsomes prepared from insect 
cells infected with wild-type baculovirus were used as nega-
tive controls for native enzyme activities.  The incubations 
were performed in triplicate.

Chemical inhibition and immunoinhibition studies in HLMs
For chemical inhibition studies, CMDCK (4 µmol/L) was incu-
bated with pooled HLMs in the absence (control) and presence 
of selective CYP chemical inhibitors for 30 min.  The inhibi-
tors used were naphthoflavone (50 µmol/L) for CYP1A2, 
sulfaphenazole (10 µmol/L) for CYP2C9, tranylcypromine (50 
µmol/L) for CYP2C19, quinidine (10 µmol/L) for CYP2D6, 
and KTZ (1, 2, or 5 µmol/L), RIT (1, 2, or 5 µmol/L), and TAO 
(100, 250, or 500 µmol/L) for CYP3A4.  TAO, a time-depen-
dent-mechanism–based inhibitor of CYP3A4, was preincu-
bated at 37 °C for 15 min with HLMs and NADPH before the 
substrate was added to start the reaction.  Control incubations 
were carried out in appropriate solvents (incubation buffer or 
0.1% DMSO) that contained no inhibitors.

In immunoinhibition studies, the concentrations of the 
CYP2D6 and CYP3A4 antibodies used in the experiments 
were in accordance with the manufacturers’ instructions.  The 
incubation conditions were from the same as those used for 
the kinetic analyses, except that the HLMs and antibodies 
were preincubated for 15 min on ice before addition of the 
remaining incubation constituents.  Control incubations were 
similarly preincubated but did not contain antibodies.  Experi-
ments were performed in triplicate.

Kinetics studies using HLMs and recombinant CYP3A4 enzymes
Preliminary experiments (data not shown) were performed 
to determine the optimal incubation conditions in HLMs 
to ensure linearity with respect to the microsomal protein 
concentration and the incubation time.  A typical incuba-
tion contained 0.5 mg/mL of HLMs, 4 µmol/L of CMDCK, 1 
mmol/L of NADPH, 5 mmol/L of MgCl2, and 100 mmol/L of 
sodium phosphate buffer (pH 7.4) in a final volume of 200 µL.  
Incubation reactions were started and stopped as described 
above.  The supernatant was directly analyzed by ESI-LC-MS 
as described below.  Negative control incubations were per-
formed by omitting NADPH.  

Kinetic parameters (apparent Km and Vmax) in the pooled 
HLMs (0.5 mg/mL) and CYP3A4 (25 nmol/L) samples were 
determined with a series of CMDCK concentrations ranging 

Figure 1.  Chemical structures of (A) 3-cyanomethyl-DCK (CMDCK) and (B) 
IS. 



1278

www.nature.com/aps
Zhuang XM et al

Acta Pharmacologica Sinica

npg

from 0.25 to 25 µmol/L.  All incubations were performed in 
duplicate.  

Instrumental analysis 
A Thermo Finnigan Surveyor HPLC and a tandem Thermo 
Finnigan LCQ Ion Trap Mass Spectrometer (ITMS) equipped 
with an auto-sampler, a PDA detector and a Thermo Kroma-
sil C18 analytical column (3 mm×50 mm id, 5 μm) were used 
for metabolite identification.  A linear gradient elution was 
performed with the mobile phase consisting of 0.1% aqueous 
formic acid solution (A) and methanol (B).  The gradient began 
with 20% B, increased linearly to 50% B in the first 4 min, then 
70% B in the next 13 min, and back to the initial composition 
in 2 min, followed by 2 min to re-equilibrate the column.  The 
ITMS with an electrospray ionization (ESI) source, was oper-
ated in a positive ionization mode.  The operating conditions 
were as follows: spay voltage of 4.5 kV, capillary temperature 
of 225 °C, capillary voltage of 20 V, sheath gas of 40 arbitrary 
units, and collision energy of 50 eV.  Ion trap full scan analyses 
were conducted from m/z 500 to 800.  

The quantitative analysis of CMDCK was carried out using 
an Agilent Single Quadrupole Mass Spectrometer (Agilent, 
Palo Alto, CA, USA) attached to an Agilent 1100 HPLC.  
ChemStation (Version A 09; Agilent, Palo Alto, CA, USA) was 
used to control the operation of these instruments and acquire 
the data.  CMDCK and its major metabolites were separated 
on a 2.1 mm×100 mm BetaBasic C18 column (Thermo Elec-
tron, USA) with a 55/45 acetonitrile/water mixture contain-
ing 0.1% formic acid.  The total running time was 17 min at a 
flow rate of 0.2 mL/min.  The MS assay was conducted using 
the MSDVL electro-spray interface, operating in positive 
selective ion monitoring (SIM) mode.  The detected ions were 
selected at m/z 693 [(M+NH4)+] for the quantitative analysis of 
CMDCK.  The ions at 709 [(M+O+NH4)+], 725 [(M+2O+NH4)+], 
and 723 [(M+2O-2H+NH4)+] were selected to screen mono-
oxidized, di-oxidized and carboxylic metabolites, respectively.

Calibration curves and quality control samples were pre-
pared in heat-inactivated human liver microsomal suspen-
sions at the same protein concentration (0.5 mg/mL) used for 
incubations.  The peak area ratios of CMDCK to the internal 
standard were linear over the range of 0.1–100 µmol/L.  The 
intraday (within batch) accuracy and precision of the LC-MS 
assay were determined by repeatedly analyzing the spiked 
microsomal samples (n=3) at three concentration levels (low, 
medium and high levels) within the calibration range (ie, 0.25, 
5, or 50 µmol/L).  Inter-day data were obtained by analyzing 
the same set of spiked samples in duplicate over 3 consecutive 
days.  

Data analysis
The elimination half-life (t1/2) of CMDCK was calculated as 
t1/2=0.693/k, where k is the slope of the line obtained by linear 
regression of the natural logarithmic percentage (ln %) of the 
remaining parent drug CMDCK versus the incubation time 
(min).  Conversion of in vitro CLint was done using the follow-
ing formula[6]:

where the microsomal yield (mg/g organ)[7] and liver weight 
(g/kg body weight) were taken from the literature[8, 9].

Apparent Km and Vmax constants were determined using a 
Lineweaver-Burk plot.  The values of CYP3A4 were normal-
ized using nominal amounts of CYP3A4 in HLMs[10].

The in vitro value was extrapolated to the in vivo intrinsic 
clearance (CLh, mL·min-1·kg-1 body weight) according to the 
equation[11]: 

where Q represents organ blood flow.  The hepatic blood 
flow rate for humans used in the calculation of CL was 20  
mL·min-1·kg-1 [12].

Results
Metabolite profiling and identification  
The biotransformation of CMDCK in HLMs was NADPH 
dependent, and CMDCK depletion was rapid.  A typical 
HPLC-UV chromatogram of CMDCK metabolites in HLMs 
is presented in Figure 2.  In addition to the parent drug, six 
major peaks corresponding to the metabolites M1 (+O), M4 
(+O), M7 (+O-2H), M12 (+2O-2H), M13 (+3O-2H), and M14 
(+3O-2H) were observed.  Eight minor metabolites, namely 
M2-M3 (+O), M5, M6 (-C10H12O3), and M8-M11 (+2O), were 
also detected in HLMs using the selected ion scan mode of the 
LC-ITMS (Figure 3).  All these metabolites were absent from 
the control samples without NADPH.  

The structural elucidation of CMDCK metabolites was 
based on ITMS mass spectra.  Multiple MS involving repeated 

Figure 2.  Representative HPLC-UV chromatograms of incuba tion mixtures 
of CMDCK with HLMs.  (A) Negative control sample without NADPH.  (B) 
Experimental sample with NADPH.  CMDCK (4 µmol/L) was incubated with 
HLMs (0.5 mg/mL) for 30 min at 37 °C in the presence of NADPH (1.0 
mmol/L).  Metabolites were identified by LC/MS/MS.
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trapping and fragmentation of ions was employed to obtain 
the fragmentation pattern of CMDCK and its metabolites.  The 
ester/ether structure of CMDCK makes it somewhat lipo-
philic, and it is also lacks basic N-atoms amenable to electron-
spay ionization (ESI).  This compound was first expected to 
have an unfavorable MS response.  During the development 
of the LC-MS method, however, it was found that this com-
pound has an extraordinarily high MS response in the positive 
ion mode, with M+NH4

+, M+Na+, and M+K+ adduct ions.  The 
abnormally high ionization potential of these ions is rational-
ized in Figure 4 (top).  The cis-conformation of the two cam-
phanic acid ester moieties of CMDCK provides an negative 
electron cavity that can stabilize a relatively large positive ion 
such as NH4

+, Na+, or K+, whereas a proton (H+) might be too 
small to fit.  The MS detector was further tuned for the domi-
nance of the M+NH4

+ ion, as metal ion adducts such as M+Na+ 
and M+K+ are often not ideal for MSn-based fragmentation 
and structural elucidation.  

The high MS response of the M+NH4
+ ion provided a solid 

foundation for detecting and profiling metabolites, including 
minor ones.  The MS2 spectra of the parent compound with 
the fragment interpretation are presented in Figure 4 (bottom).  
The collision energy (CE) in the MS2 analysis for m/z=693 was 
optimized to 50–60 eV so that the major daughter ion in the 
MS2 spectrum, ie, m/z=478, could undergo further collision-
induced dissociation to form abundant smaller fragments 
that could also be produced in subsequent MS3 analysis (data 
not shown).  With this approach, MS2 spectra of CMDCK and 
its metabolites provided rich fragmentation information for 
structural elucidation, while MS3 spectra did not provide fur-
ther useful information for the structural elucidation of the 
metabolites.

Three characteristic product ions from the ammonium-
adducted molecular ion of CMDCK were observed at m/z 478, 
298 and 280.  The ion m/z 478 corresponded to the loss of either 

the 3’- or the 4’-camphanoyl moiety, and m/z 298 was gener-
ated from m/z 478 by further loss of the remaining camphan-
oxyl group.  The fragment ion m/z 280 resulted from the loss 
of both 3’-and 4’-camphanoyl moieties from the ammonium-
adducted molecular ion.  Accordingly, a neutral loss of (m/z 
215) could be observed for either of the two camphanoyl moi-
eties.

The ammonium-adducted molecular ions ([M+NH4]+) of 
CMDCK metabolites with changes in observed mass (∆M) 
relative to the parent and the spectral data of their product 
ions together with the fragmentation interpretation are listed 
in Table 1.  The major metabolic pathway of CMDCK in 
HLMs was oxidation to form mono-oxidized (M1-M4, M7), di-
oxidized (M8-M11) and tri-oxidized (M13 and M14) metabo-
lites.  The oxidation occurred on one or both the camphanoxyl 
groups or on the khellactone moiety.  Two metabolites (M6 
and M7) with one camphanoxyl group missing at either the 
3’ or 4’ position as the result of ester hydrolysis were also 
observed.  The proposed metabolic pathway and the puta-
tive metabolites of CMDCK in HLMs are presented in Figure 
5.  Further structural elucidation of the CMDCK metabolites 
would be required to identify the exact oxidized positions of 
the metabolites.  Such experiments will have to be carried out 
in the late drug development stage, after standard reference 
substances of the metabolites are available or after purified 
metabolites are obtained from in vitro or in vivo samples and 
analyzed using other instrumental analytical techniques, such 
as nuclear magnetic resonance.  

Validation of the quantitative LC-MS method
The calibration curves were obtained over the CMDCK 
concentration range of 0.1–100 μmol/L.  The mean regres-
sion equation of five replicates on different days was 
Y=-0.136787+0.00824407X, and the correlation coefficient (r2) 
was greater than 0.9947.  The LLOQ of 0.1 μmol/L was deter-

Figure 3.  The selected ion chromatograms 
of CMDCK incubated with HLMs.  Control 
sample without NADPH.  (B) Experimental 
sample with NADPH.  
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Table 1.  MS fragments and the interpretation of CMDCK metabolites in human liver microsomes. 

       Parent or                            
MW          M+NH4

+          Reaction              ∆M
                            Fragmentations

    metabolites                                                                                                         Ι                           ΙΙ                       ΙΙΙ 
 
 M0 675 693   478 298 280
 M1, M2, M4 691 709 +O 16 494 298 280
 M3 691 709 +O 16 494 314 296
 M5 495 513 -C10H12O3 180  298 
 M6 495 513 -C10H12O3 180 478 298 
 M7 689 707 +O-2H 14 492 298 280
 M8 707 725 +2O 32 494 298 280
 M9 707 725 +2O 32 510 314 296
 M10 707 725 +2O 32 510 298 280
 M11 707 725 +2O 32 494 298 280
 M12 705 723 +2O-2H 30 508 298 280
 M13, M14 721 739 +3O-2H 46 524 298 280

Fragment ion spectra of ammonium-adducted molecular ions were obtained with a Finnigan LCQ Ion Trap Mass Spectrometer (see Materials and 
methods).

Figure 4.  The MS and MS2 spectra of CMDCK with fragment inter pretation.
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mined based on a signal/noise ratio of 6:1 and on satisfactory 
precision (RSD<±20%) and accuracy (RE<±20%).  The intra- 
and inter-day precisions and accuracies for CMDCK were 
assessed based on the analysis of QC samples at three concen-
tration levels (ie, 0.25, 5, or 50 µmol/L).  The intra-day preci-
sions, expressed as RSD, were all below 11.0%, and the inter-
day precisions were <9.0%.  The intra-day accuracy ranged 
from 91.0% to 111.6%, and the inter-day accuracy ranged from 

88.6% to 112.4%.  All of these values were within the accept-
able range (≤15%).

Identification of the CYP isoforms responsible for CMDCK 
metabolism
Among a panel of eight recombinant human CYP enzymes 
used for this study, CYP3A4 and 3A5 exhibited a significant 
catalytic activity related to CMDCK metabolism (Figure 6).  All 

Figure 6.  Metabolic rate of CMDCK when incubated with 
recombinant human CYP isoforms.  Incubations were 
performed using 4 µmol/L of CMDCK, 25 nmol/L of P450 
microsomal protein and 1 mmol/L of NADPH for 30 min at 
37 °C.  Each bar represents the mean of duplicate deter-
minations.  A paired t-test was used to determine the 
significant difference in the CMDCK metabolic rate between 
individual CYP isoforms and the control group.  cP<0.01 vs 
control.

Figure 5.  Proposed metabolic pathway of CMDCK in HLMs.
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of the major metabolites observed in HLMs were also detected 
in the CYP3A4 incubates, whereas no notable metabolic dis-
appearance of the parent was observed in the samples with 
CYP1A2, 2B6, 2C8, 2C9, 2C19, and 2D6 compared to the con-
trol.  When the reaction mixtures of these 6 CYP isoenzymes 
were analyzed using SIM scan mode with the selected ions 
for major metabolites, no substantial formation of metabolites 
was observed.  CYP3A4 and 3A5 were determined to be the 
primary CYP isoforms responsible for CMDCK metabolism.

Enzyme kinetics of CMDCK metabolism 
The metabolic rates and enzyme kinetic parameters were 
determined based on the metabolic elimination of the parent 
compound because currently no standard reference substances 
for the metabolites are available.

The apparent enzyme kinetic parameters of CMDCK 
incubated with pooled HLMs and recombinant CYP3A4 are 
summarized in Table 2.  Both the Km and Vmax for CMDCK in 
recombinant CYP3A4 were similar to those in HLMs.  

Inhibition of CMDCK metabolism by CYP chemical inhibitors and 
specific antibodies 
The inhibitory effects of the selective chemical inhibitors and 
immunoinhibitory monoclonal antibodies on CYP3A4 were 
evaluated at three concentration levels (Table 3) because the 
substrate specificity and inhibitors for CYP3A4 and CYP3A5 
overlapped.  The known potent CYP3A4 inhibitors KET and 
RIT inhibited the formation of the major oxidative metabolites 
in a concentration-dependent manner.  The inhibitory rates at 
the levels of 1, 2, and 5 μmol/L were 68.3%, 81.9%, and 90.1%, 
respectively, for KET and 66.7%, 77.5%, and 91.1%, respec-
tively, for RIT.  TAO, a mechanism-based CYP3A4 inhibitor, 
also dose-dependently attenuated CMDCK elimination in liver 
microsomes with inhibitory rates of 30.8%, 55.9%, and 80.2% at 
100, 250, and 500 μmol/L, respectively.  However, the effects 
of the selective inhibitors on CYP1A2, 2C9, 2C19, and 2D6 
were found to be either negligible or negative, with inhibitory 
rates of -0.95%, -0.93%, -1.07%, and 0.45%, respectively.  

When CMDCK was incubated with the pooled HLMs in the 
presence of immunoinhibitory CYP antibodies, only CYP3A4 
antibody showed a significant inhibitory effect on CMDCK 
metabolism, with an inhibitory rate up to 83.9%.  The effect of 
the CYP3A4 antibody was also concentration dependent.  In 
contrast, the CYP2D6 antibody did not show any inhibitory 
effect on the metabolism of CMDCK.  This result provides 
further evidence demonstrating the predominant role of 
CYP3A4/3A5 in CMDCK metabolism. 

Discussion 
The metabolic stability test of fourteen DCK derivatives indi-
cated that these compounds were all rapidly and extensively 
metabolized in HLMs under oxidative conditions[13].  CMDCK, 
a novel DCK analog, was found to have a similar metabolic 
stability in HLMs.  Following the standard metabolic study 
protocol[14], the enzyme concentrations (0.2–4 mg/mL), reac-
tion times (0–90 min), and substrate concentrations (0.25–50 
µmol/L) were optimized.  The metabolic kinetic study of 
CMDCK was subsequently conducted at an enzyme content 
of 0.5 mg/mL, a substrate concentration of 4 μmol/L and 
an incubation time of 30 min.  As the key parameter for the 
in vitro-in vivo correlation, the intrinsic clearance (CLint) for 
CMDCK was directly obtained from the in vitro T1/2

[15, 16], based 
on the widely accepted well-stirred model.  The hepatic clear-
ance (CLh) was then estimated using in vitro CLint data (Table 
2).  It was noted that the CLh (19.4 mL·min-1·kg-1) of CMDCK 
was comparative to the mean human hepatic blood flow rate 
(20.7 mL·min-1·kg-1), which indicated that the liver metabolism 
of CMDCK would be the predominant elimination pathway in 
vivo.

The CYP reaction phenotyping of CMDCK was conducted 
using both cDNA-expressing human CYP enzymes and 
pooled HLMs combined with chemical inhibitors and mono-

Table 3.  Inhibitory effects of selective CYP3A4 inhibitors and specific 
CYP3A4 antibody on CMDCK metabolism in human liver microsomes 
(mean±SD, n=3).

Inhibitors or monoclonal                Concentrations                    Inhibitory
  antibody to CYP3A4           (μmol/L or mg/mL protein)             rate (%)
 
 Ketoconazole 1 68.3±9.61
  2 81.9±1.60
  5 90.1±5.20

 Ritonavir 1 66.7±1.76
  2 77.5±2.36
  5 91.1±5.47

 Troleandomycin 100 30.8±4.98
  250 55.9±3.15
  500 82.0±1.70

 MAB-CYP3A4 1 74.9±4.37
  5 83.9±4.03

Table 2.  Kinetic parameters of CMDCK metabolism in reactions with pooled liver (HLMs) and recombinant CYP3A4 enzymes and prediction of the 
hepatic clearance of CMDCK. 

                                                   t1/2                                        CLint                                       CLh                                 Qh                          Km                       Vmax

                                                  min                                  mL·min-1·kg-1                         mL·min-1·kg-1                  mL·min-1·kg-1             μmol·L-1                pmol·min-1·mg-1   
 
 HLM  5.62±0.57 311.6±30.8 19.4±0.12 20.7 14.3 1.78
 CYP3A4 6.84±1.55           –         –   – 12.1 1.58
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clonal antibodies.  Among the eight commonly used CYP 
isoenzymes (CYP1A2, 2B6, 2C8, 2C9, 2C19, 2D6, 3A4, and 
3A5), only CYP3A4 and 3A5 showed significant CMDCK 
metabolism activity.  It is well known that the CYP3A sub-
family, consisting mainly of CYP3A4 and 3A5 in adults, is 
responsible for the metabolism of more than half of thera-
peutic agents that undergo oxidation[17].  CYP3A4 and 3A5 
share most of the same substrates[18], and in vitro investiga-
tions have indicated that CYP3A5 can be less susceptible to 
inhibition than CYP3A4.  In the present study, CYP3A4 and 
CYP3A5 were identified to be the principal enzymes involved 
in CMDCK metabolism in the human liver.  Oxidation was 
the major metabolic pathway of CMDCK.  A number of 
metabolites including 12 oxidative products and 2 hydrolysis 
metabolites, were identified.  The oxidation occurred on either 
of the two camphanoyl groups or on the khel lactone moiety.  
The rapid and extensive CMDCK metabolism mediated by 
CYP3A4 and CYP3A5 might lead to low bioavailability in the 
human body[19, 20]. 

In general, a higher conversion rate of a drug candidate in 
vitro is unfavorable because the conversion rate is predictive 
of higher hepatic clearance in vivo, resulting in a significant 
first pass effect for oral administration[21].  In fact, a number 
of clinically available anti-HIV agents exhibit significant first-
pass hepatic metabolism.  This problem was solved by the 
drug combination regime called HAART (highly active anti-
retroviral therapy), whose goals were same as those of the 
treatment of tuberculosis[22].  In this study, significant inhibi-
tory effects on CMDCK metabolism were observed for the 
potent CYP3A4/3A5 inhibitors ketoconazole, ritonavir and 
troleandomycin.  This result suggested that coadministration 
of CMDCK with a potent CYP3A inhibitor, such as ritonavir, 
would enhance its hepatic metabolic stability and subse-
quently improve its bioavailability in the body.  Ritonavir is 
a protease inhibitor clinically used as an anti-HIV drug.  It 
also widely used as a CYP3A4 inhibitor to boost the effect 
of other anti-HIV agents for the treatment of AIDS[23].  Some 
research has indicated that the elevation and prolongation of 
the plasma levels of some protease inhibitors (such as tipra-
navir, saquinavir or indinavir) by ritonavir coadministration 
may produce a composite suppression of HIV viral replication 
in excess of the sum of that was observed with either agent 
individually[24, 25].  The effect of ritonavir on CMDCK pharma-
cokinetics will be further assessed in vitro and in vivo.  

In summary, CMDCK was metabolized rapidly in human 
hepatic microsomes to form a number of oxidative metabo-
lites.  CYP3A4 and CYP3A5 were the predominant enzymes 
involved in the oxidation of CMDCK.  
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Introduction
Antofloxacin (ATFX), developed by Anhui Global Pharma-
ceutical Limited Co, China, is a newly developed 8-amino 
derivative of levofloxacin with potent antibacterial activities in 
vitro and in vivo.  It exhibits antibacterial activity that is mark-
edly superior to that of conventional quinolones (ciprofloxa-
cin, ofloxacin, and sparfloxacin) against quinolone-resistant, 
methicillin-resistant Staphylococcus aureus and Staphylococcus 
epidermidis[1].  Clinical pharmacokinetic studies have shown 
that ATFX is well tolerated and has high oral bioavailability, 
as well as favorable elimination half-life properties[2, 3].  It was 
recently licensed for the treatment of respiratory tract infec-
tions and is therefore likely to be administered together with 

theophylline (TP) in patients requiring bronchodilators.  
In humans, TP is mainly metabolized by cytochrome P450s 

(CYP450s) in the liver to its major metabolites 1,3-dimethyluric 
acid (1,3-DMU), 3-methylxanthine (3-MX), and 1-methylxan-
thine (1-MX).  1-MX is further metabolized to 1-methyluric 
acid (1-MU).  The metabolites 1,3-DMU, 3-MX, and 1-MU are 
mainly excreted in the urine[4, 5].  Accumulating reports have 
shown that CYP1A2 is the major enzyme responsible for TP 

Chemical structure of ATFX.

Modulation of pharmacokinetics of theophylline by 
antofloxacin, a novel 8-amino-fluoroquinolone, in 
humans
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Aim: To evaluate the pharmacokinetic interactions between theophylline and antofloxacin in vivo and in vitro.
Methods: A randomized, 5-day treatment and 3-way crossover design was documented in 12 healthy subjects.  The subjects were 
orally administered with antofloxacin (400 mg on d 1 and 200 mg on d 2 to 5), theophylline (100 mg twice a day and morning dose 
200 mg on d 1 and 5), or theophylline plus antofloxacin.  The plasma and urinary pharmacokinetics of antofloxacin and theophylline 
were characterized after the first and last dose.  The effect of antofloxacin on theophylline metabolism was also investigated in pooled 
human liver microsomes.  
Results: The 5-day treatment with antofloxacin significantly increased the area of the plasma concentration-time curve and peak 
plasma concentration of theophylline, accompanied by a decrease in the excretion of theophylline metabolites.  On the contrary, theo-
phylline did not affect the pharmacokinetics of antofloxacin.  In vitro studies using pooled human hepatic microsomes demonstrated 
that antofloxacin was a weak reversible and mechanism-based inhibitor of CYP1A2.  The clinical interaction between theophylline and 
antofloxacin was further validated by the in vitro results.  
Conclusion: The results showed that antofloxacin increases the plasma theophylline concentration, partly by acting as a mechanism-
based inhibitor of CYP1A2.

Keywords: antofloxacin; theophylline; drug interactions; pharmacokinetics; CYP1A2
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metabolism[6–9], and TP is also a validated CYP1A2 probe that 
can be used to evaluate the enzymatic kinetics of CYP1A2[10].  
TP has a narrow therapeutic plasma concentration range, and 
it is of the utmost importance to maintain constant concentra-
tions of TP in plasma.  Because asthma is often complicated by 
respiratory infections, the concomitant use of fluoroquinolone 
antimicrobials and TP may often be necessary.  Concomitant 
use of fluoroquinolones may increase TP concentrations in 
the plasma, inducing clinically relevant safety issues.  In 1984, 
Wijnands et al first reported severe clinical adverse effects with 
the concomitant use of TP and enoxacin, and they found that 
co-administration of enoxacin markedly increased plasma TP 
concentrations[11].  Consequently, a series of fluoroquinolones, 
including ciprofloxacin, tosufloxacin, clinafloxacin, grepafloxa-
cin, and pefloxacin, have been reported to interfere with TP 
metabolism by inhibiting CYP1A2 activity[12–15].  Therefore, it is 
important to evaluate the interaction between ATFX and TP to 
understand the pharmacokinetics and safety of these drugs.

A prior study showed that ATFX has little effect on CYP1A2 
activity in human liver microsomes[16].  However, our previ-
ous study demonstrated that ATFX was a mechanism-based 
inhibitor of CYP1A2 in rat liver microsomes through analysis 
of the formation of acetaminophen from phenacetin[17].  The 
aim of this study was to investigate whether a pharmacoki-
netic interaction between ATFX and TP exists in vivo at clinical 
dosages and regimens.  The interaction between TP and ATFX 
was further investigated in an in vitro metabolic system with 
human liver microsomes through analysis of the formation of 
1-MU, 1,3-DMU, and 3-MX.  The relationship between the in 
vivo findings and the in vitro results was also evaluated.

Materials and methods
Chemicals
ATFX tablets and an ATFX standard were supplied by Anhui 
Global Pharmaceutical Co Ltd (Bengbu, China).  Sustained-
release TP tablets were obtained from Guangzhou Maite Xin-
hua Pharmaceutical Co Ltd (Guangzhou, China).  TP, 1-MX, 
1,3-DMU, 1-MU, and 3-MX standards, β-nicotinamide adenine 
dinucleotide phosphate (NADP), glucose-6-phosphate (G-6-P), 
and G-6-P dehydrogenase (G-6-PDH, Type V) were purchased 
from Sigma-Aldrich Co (St Louis, MO, USA).  Pooled human 
liver microsomes were purchased from the Research Institute 
for Liver Disease Co Ltd (Shanghai, China).  Information on 
the sources of the human liver microsome, including medica-
tion history, cause of death and the presence of viral infections 
was provided by the vendor and deemed suitable for these 
studies.

Subjects and ethics 
The study protocol was approved by the Ethics Committee of 
the Nanjing First Hospital.  The clinical trial was conducted 
in accordance with the ethical principals in the Declaration of 
Helsinki and with the requirements in Good Clinical Practice 
(GCP), including the protocol design and organization, moni-
toring, auditing, recording, analysis, and reporting.  Twelve 
healthy, non-smoking volunteers (six females and six males) 

ranging in age from 22 to 29 years within 20% of ideal body 
weight participated in the study.  All were advised of the 
objectives and possible risks of the study and agreed to par-
ticipate by signing an informed consent form.  All subjects 
underwent a full medical examination 1 week prior to the 
study, including a medical history, a physical examination, 
routine biochemical and hematological tests and a resting 
12-lead electrocardiogram.  Hematological and biochemical 
tests were repeated after the study.  Pregnancy tests were per-
formed in female subjects before each study period.  No drugs 
(including oral contraceptives) were allowed 1 week prior to 
and throughout the study.  

Study design
This was a randomized three-period crossover trial using a 
Latin-square design.  Each treatment period was 5 d.  The 
investigational medication, all given orally, was as follows: 
treatment A, ATFX alone; treatment B, TP alone; and treatment 
C, TP plus ATFX.  For the ATFX treatment, subjects received 
200 mg of ATFX once daily on d 2 to 5 of the 5-day study 
period and 400 mg of ATFX on d 1.  For the TP treatment, 
subjects orally received 200 mg of TP twice daily on d 2 to 4 of 
the 5-day period and received 200 mg of TP as a single morn-
ing doses on d 1 and 5.  The study periods were separated by 
a 1-week washout interval.  No alcohol- or methylxanthine-
containing beverages or food were permitted for 48 h prior to 
the start of each study period and for the duration of the study 
period.

The plasma and urinary pharmacokinetics of ATFX and TP 
were characterized after the first and last doses.  The morning 
dose was administered after an overnight fast (at approxi-
mately 8:00) and the evening dose was given 12 h later (at 
approximately 20:00).  Venous blood samples for the deter-
mination of ATFX and TP were drawn at the following time 
points: pre-dose and 0.5, 1, 1.5, 2, 3, 4, 6, 8, 12, 24, 48, 72, 96, 
96.5, 97, 97.5, 98, 99, 100, 102, 104, 108, 120, 132, and 144 h after 
the first dose.  At each time point, 3 mL of venous blood was 
collected in heparinized tube and centrifuged.  The plasma 
samples were transferred to polypropylene tubes and stored 
at -20 °C until further analysis.  

Urine was collected in the following fractions: pre-dose 
assay blank and then at 0 to 2, 2 to 4, 4 to 6, 6 to 8, 8 to 10, 10 
to 12, 12 to 24, 96 to 98, 98 to 100, 100 to 102, 102 to 104, 104 to 
108, 108 to 120, 120 to 132, and 132 to 144 h time intervals after 
dose.  The volume of each fraction was recorded, and a part of 
the aliquot was stored at -20 °C until assays were performed.

Registration of adverse events
Subjects were asked to document their adverse events in a 
diary.  The diary entries were tabulated and compared among 
treatments.

Effect of ATFX on CYP1A2 activity in human liver microsomes
The effect of ATFX (0, 0.24, 0.48, 1.96, 1.92, and 2.40 mmol/L) 
on the metabolism of TP (1, 2, 4, 5, and 8 mmol/L) in pooled 
human liver microsomes was investigated.  Enzyme activities 
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were evaluated by analysis of the formation of 1-MX, 3-MX 
and 1,3-DMU.  The incubation mixture consisted of 1 mg/mL 
human liver microsomes, an NADPH-regenerating system (0.5 
mmol/L NADP, 10 mmol/L G-6-P, 1 U/mL G-6-PDH and 10 
mmol/L MgCl2) and designated concentrations of ATFX and 
TP in 100 mmol/L potassium phosphate buffer at pH 7.4.  The 
final volume was 200 μL.  After incubation at 37 °C for 30 min, 
the reaction was terminated by adding 100 μL of 10% perchlo-
ric acid.  

The time- and concentration-dependent inhibition of TP by 
ATFX was also observed.  An NADPH-generating system and 
different concentrations of ATFX (0, 0.24, 0.48, 0.96, and 1.92 
mmol/L) were added to human liver microsomes (1 mg/mL) 
in a total volume of 180 μL and pre-incubated at 37 °C for 0, 
20, 30, 40, and 60 min.  The enzyme reaction was initiated by 
adding 20 μL of TP at the designated time.  The final concen-
tration of TP was set at 5 mmol/L.  After incubation at 37 °C 
for 30 min, the reaction was terminated by adding 100 μL of 
10% perchloric acid.

Drug analysis
TP and its metabolites were measured using an HPLC-based 
method, as previously described[18].  The methods were vali-
dated according to the currently accepted US Food and Drug 
Administration (FDA) bioanalytical method validation guide-
lines on specificity, linearity, sensitivity, accuracy, and preci-
sion.

To analyze TP in plasma, briefly, 10 µL of solution contain-
ing 5 µg/mL propylthiouracil (internal standard) was added 
to the plasma (100 µL), and the mixture was deproteinized by 
adding 100 µL of 10% perchloric acid.  After vigorous mixing 
and centrifugation, 20 µL of the supernatant was injected into 
an HPLC system with a mobile phase of water (0.1% acetic 
acid) and methanol (76:24 v/v).  The calibration graphs were 
linear from 0.15 to 15 µg/mL.

To analyze TP and its metabolites in urine, a 5 mL of a mix-
ture of dichloromethane and isopropanol (8:2) was added 
to 1.0 mL of urine.  The mixture was vortexed for 2 min and 
centrifuged for 10 min at 4000×g.  The organic layer (3.5 mL) 
was obtained and evaporated to dryness under a stream of N2 
at 45 °C.  The residues were reconstituted in 200 µL of mobile 
phase containing 25 µg/mL of epigoitrin (internal standard).  
An aliquot of 20 µL was injected into an HPLC system with 
a mobile phase of water (0.1% acetic acid) and acetonitrile 
(95:5 v/v).  The calibration graphs were linear from 0.31 to 40 
µg/mL for TP, from 0.15 to 10 µg/mL for 1-MU, from 0.08 to 
10 µg/mL for 1,3-DMU and from 0.16 to 20 µg/mL for 3-MX.  

1-MX, 3-MX, and 1,3-DMU were assessed in the reaction 
mixtures by centrifugation at 15 000×g for 10 min, and 20 μL 
of supernatant was injected into an HPLC system.  The mobile 
phase consisted of water (0.1% formic acid) and acetonitrile 
(95:5, v/v).  The calibration graphs were linear from 15.6 to 125 
ng/mL for 1-MX, from 7.8 to 125 ng/mL for 3-MX and from 
31.25 to 500 ng/mL for 1,3-DMU.

ATFX concentrations in plasma and urine were measured by 
HPLC with UV detection, as previously described[19].  The cali-

bration graphs were linear from 0.1 to 12.5 µg/mL for plasma 
and from 0.40 to 25.0 µg/mL for urine.  

Data analysis 
The plasma and urinary pharmacokinetics of ATFX and TP on 
d 1 (single dose) and d 5 (steady-state) were analyzed by non-
compartmental methods using the Bioavailability Program 
Package (BAPP, version 3.1, China Pharmaceutical University, 
Nanjing, China).  The maximum plasma concentration (Cmax) 
and time to Cmax (Tmax) were taken directly from the plasma-
time profiles.  The terminal elimination constant (λZ) was 
estimated by the least squares linear regression analysis of the 
concentration-time data obtained over the terminal in-linear 
phase after the last dose.  Terminal half-lives (t1/2) were calcu-
lated as 0.693/λZ.  The area under the plasma concentration-
time curve (AUC0-t) was calculated using the linear trapezoi-
dal rule.  Total clearance (Cl/F) was calculated as Cl/F=Dose/
AUCss

0–t.  The accumulated amounts (Ae) in designed intervals 
were also calculated.  Renal clearance (Clr) was calculated 
as Aet/AUCtn, where Aet and AUCtn were the accumulated 
amounts excreted into urine and the AUC values during the 
interval, respectively.  The non-renal clearance (Clnr) was 
designed to be Cl/F-Clr.  Analysis of the differences between 
the pharmacokinetic parameters of drug alone and the com-
bination of drugs was handled as an equivalence problem[20].  
Comparison of pharmacokinetic parameters was carried out 
with analysis of variance (ANOVA)-based 90% confidence 
intervals (CI) after log-transformation.  Those were calculated 
for the test (drug combination) and reference (drug alone) for 
all parameters, except Tmax and t1/2, for which the differences 
were used.  A lack of interaction was assumed if the values 
of CI for the ratios µtest/µreference were completely within the 
0.80–1.25 equivalence range.

Reversible inhibition enzymatic constants (Km, Vmax, and KI) 
were estimated from the observed metabolite formation rate 
(v), the TP concentration [S] and inhibitor concentration [I] by 
nonlinear regression analysis using the extended Michaelis-
Menten equation:  

The parameters of the corresponding enzyme inactivation 
(kobs,i, kinact,i and Kapp,i) by ATFX were estimated as follows.  The 
logarithm of the enzymatic activity (formation rate of metabo-
lite) was plotted against the pre-incubation time, and the 
observed inactivation rate constant (kobs,i) was calculated from 
the slope of the initial linear phase.  The reciprocal of the kobs,i 
obtained was plotted against the reciprocal of the ATFX con-
centration to determine kinact,i and Kapp,i , according to equation 
2[21]. 

where kinact,i is maximum inactivation rate constant for the ith 
metabolite, [I] is the initial concentration of inhibitor and Kapp,i 

kobs,i =
  kinact,i·[I]                                        (2)           Kapp,i +[I]

v=      Vmax·[S]                                            (1)      Km (1+ [I] )+[S]                  KI
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is the inhibitor concentration when kobs,i=kinact,i/2.  

Simulation
The in vitro data describing the mechanism-based inhibition 
of CYP1A2 by ATFX were further used to rationalize the 
observed clinical drug interactions.  The following assump-
tions were made: TP is well absorbed; the substrate exhibits 
linear pharmacokinetics; the drug is eliminated via both 
metabolism in the liver and excretion in the kidney; and the 
inhibitor has no effect on the absorption or kidney clearance 
of the substrate.  The hepatic clearance of the substrate is ade-
quately described by the well-stirred model, and degradation 
of the enzyme is a first order process.  Furthermore, the inhibi-
tor has no effect on the rate of synthesis of the enzyme.  

An attempt was made to evaluate the effects on the oral 
pharmacokinetics of TP involved in multi-elimination path-
ways, according to equation 3[22]. 

where AUCi and AUCc are the AUC values of TP in the pres-
ence and absence of inhibitors, respectively.  fm represents the 
fraction of total hepatic elimination via CYPs.  Kapp,i and kinact,i 
are the parameters describing inactivation of the enzyme that 
forms the ith metabolite.  kdeg represents the rate constant of 
degradation of the enzyme.  Estimates of the concentration of 
the inhibitor at the enzyme (Iu) were based on the free plasma 
concentrations.  To determine the effect of ATFX on CYP1A2, 
the in vitro Kapp,i and kinact,i data obtained in the study were 
used in the simulations.  Values of kdeg were set to be 0.000769 
min-1 or 0.00128 min-1, as cited by Wang et al[22].  The steady-
state concentrations of ATFX in plasma (Cmax and Cav) obtained 
in the study were used for simulation after being corrected for 
fu=0.825.  The simulated AUC change was compared with that 
observed in the clinic.

Results
Clinical observations
All 12 enrolled volunteers completed the study in accordance 
with the protocol.  Adverse events were reported by 7 sub-
jects.  The numbers of subjects reporting adverse events were 
4 for ATFX, 3 for TP and 7 for TP plus ATFX.  The adverse 

events included neurological symptoms (mainly drowsiness, 
headache and sleeplessness) and gastrointestinal complaints 
(diarrhea, nausea, lack of appetite and stomach disorders).  
Neurological symptoms were reported by 3, 3, and 6 subjects; 
gastrointestinal events were reported by 0, 4, and 6 subjects 
in periods with TP alone, ATFX alone and TP plus ATFX, 
respectively.  The results showed that the incidence of adverse 
events was higher in the period with TP plus ATFX.  Neither 
serious nor severe adverse experiences were observed, and 
most of the adverse experiences were mild and transient.  All 
symptoms had resolved by the time of the follow-up examina-
tion.  No clinically relevant changes were observed in the labo-
ratory safety tests either during the study or at the follow-up 
examination.  

Pharmacokinetics of TP
The mean plasma concentration-time courses of TP during 
the administration of multiple doses (complete profiles after 
morning doses on d 1 and 5, morning trough concentrations 
on d 2 to 5) for TP treatment alone and for TP treatment with 
ATFX are shown in Figure 1.  The individual accumulated 
amounts (0 to 24 h) of TP and its three metabolites excreted 
into urine were calculated.  The corresponding pharmacoki-
netic parameters for the first dose and last dose are summa-
rized in Table 1.  Comparison of treatments was carried out 
with analysis of variance-based 90% confidence intervals (CI) 
as an equivalence problem.  After the first dose (on d 1), esti-
mated plasma pharmacokinetic parameters for the two treat-
ments were equivalent in terms of AUC0–24 (106.6%, CI: 94.4% 
to 120.4%) and Cmax (106.4%, CI: 88.7% to 124.6%).  The accu-
mulated amounts of TP and its three metabolites in the urine 
in the two treatments were similar.  However, after multiple 
doses (on d 5), the mean CSS

max of 9.32 µg/mL, mean CSS
min of 

6.02 µg/mL and AUC0–12
SS of 92.4 µg·h/mL in the period of 

TP alone significantly increased to a CSS
max of 12.02 µg/mL 

(132.1%, CI: 114.0% to 153.1%), CSS
min of 8.04 µg/mL (139.2%, 

CI: 122.4% to 156.0%) and AUC0–12
SS of 117.7 µg·h/mL (129.4%, 

CI: 113.7% to 147.3%) in the period of co-administration with 
ATFX, respectively, accompanied by a decrease in clearance 
(2.36±0.81 L/h in periods of TP alone vs 1.78±0.39 L/h in the 
period of combination).  For comparison of the pharmacoki-
netic parameters of TP between the two treatments at steady 
state, the parametric point estimates of the µtest /µreference ratios 
and corresponding CI for AUC, Cl, and Cmax were partially or 

AUCi =                      1                                              (3)AUCc                              fm                 
+(1–fm)             1+Σ      kinact,i · Iu

                      kdeg · (Kapp,i +Iu)

Figure 1.  Comparison of TP concentration in 
plasma after an oral dose of TP alone (open 
circle) and co-administration of ATFX (filled circle).  
For TP, on d 1 and 5, 200 mg of TP was given to 
subjects as a single morning dose, and on d 2 to 
4, 400 mg of TP was given to subjects twice daily 
(morning dose and evening dose).  For ATFX, on d 1, 
400 mg was given to subjects as a single morning 
dose, and on d 2 to 5, 200 mg of ATFX was given 
to subjects once daily (morning dose).  The results 
are expressed as the mean±SD (n=12).
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completely outside the predefined interval of no interaction 
(0.80 to 1.25).

Urinary excretion of TP and its metabolites were measured 
both on d 1 and 5 of TP administration alone and co-admin-
istration with ATFX.  It was found that a 1-day period of co-
administration with 400 mg of ATFX did not alter the excre-
tion levels of TP, 3-MX, 1-MU, or 1,3-DMU.  However, a 5-day 
period of the co-administration with 200 mg of ATFX resulted 
in decreases of all urinary TP metabolites and increases in 
urinary TP (Table 1).  The renal clearance (Clr) and non-renal 
clearance (Clnr) of TP were also calculated.  It was observed 
that the non-renal clearances of TP in the period of combi-
nation significantly decreased, but no alteration of TP renal 
clearance was noted.  The decrease of Clnr was associated with 
decreased amounts of the three TP metabolites in urine.

Pharmacokinetics of ATFX 
The mean plasma concentration-time courses of ATFX during 
the administration of multiple doses (complete profiles after 
morning dose on d 1 and 5, morning trough concentrations on 
d 2 to 5) of ATFX treatment alone and ATFX treatment with 
TP are shown in Figure 2.  The accumulated amounts (0 to 
24 h) of ATFX excreted into the urine were also calculated.

The respective pharmacokinetic parameters for the first and 
last doses of the treatment are summarized in Table 2.  After 
the first dose, the plasma pharmacokinetics of ATFX for the 

two treatments were equivalent in terms of AUC0–24 (98.9%, 
CI: 86.5% to 113.1%) and Cmax (98.6%, CI: 83.2% to 116.8%).  
The mean Tmax was also similar for the two treatments.  The 
amount of ATFX excreted into the urine showed a trend of 
increasing in the period of combination, even though no sig-
nificance was found.  After multiple doses, similar plasma 
pharmacokinetic parameters were observed in the two treat-
ments.  Parametric point estimates of the µtest /µreference ratios 
and the corresponding CI for Cmax, AUC, and Cl following the 
first and last doses were within the equivalence interval from 
0.80 to 1.25.  The results indicated that TP does not affect the 
pharmacokinetics of ATFX  in humans.

In vitro inhibition of TP metabolism by ATFX in human liver 
microsomes
The effects of ATFX on the formation of 1-MX, 3-MX, and 
1,3-DMU from TP were investigated with human liver 
microsomes in the presence of an NADPH-generating system.  
The reversible inhibition parameters were estimated (Table 3).  
To measure accurate kinetic parameters, the concentration of 
the given substrate (TP in this study) should approach Km

[23]
.  

We established TP concentrations for in vitro study according 
to several previous studies[24, 25].  Additionally, ATFX concen-
trations for the in vitro study were selected according to our 
previous study[17].  

It was noted that ATFX may inhibit TP metabolism in 

Table 1.  Pharmacokinetic parameters of TP alone and the co-administration of ATFX. 

                                          Parameters                                  TP alone                              TP plus ATFX                           Point estimate (90% CI)           
 
 1st day AUC0–24 (μg·h/mL)   50.00±14.49    51.77±10.27 106.6% (94.4%–120.4%)
  Cmax (μg /mL)     3.00±0.91      3.23±1.30 106.4% (88.7%–124.6%)
  Tmax (h)       4.8±2.8        6.2±1.8                      /
  Cl (L/h)     4.45±1.74      4.01±0.81   95.7% (86.3%–105.2%)
  Ae(0–24)                        /
  1-MX (mg)     3.82±3.22      5.19±2.67                      /
  3-MX (mg)     6.13±2.12      5.36±1.39                      /
  1,3-DMU (mg)     5.93±3.15      6.60±5.21                      /
  TP (mg)   21.46±5.83    20.21±4.33                      /

 5th day AUC0–12 (μg·h/mL)   92.64±27.08  117.72±27.77b 129.4% (113.7%–147.3%)
  AUC0–24 (μg·h/mL) 152.95±43.06 200.04±525b 132.7% (118.7%–148.5%)
  Cmax (μg/mL)     9.32±2.70   12.02±2.41b 132.1% (114.0%–153.1%)
  Tmax (h)        3.0±1.2        3.3±0.9                      /
  t1/2 (h)    17.93±5.08   18.66±5.04                      /
  Cl (L/h)      2.36±0.81      1.78±0.39b   77.2% (67.8%–87.9%)
  Clr (L/h)      0.34±0.07      0.32±0.08   93.6% (78.9%–111.3%)
  Clnr (L/h)      2.03±0.78      1.46±0.37c   74.4% (65.7%–84.3%)
  Ae(0–24)                        /
  1-MX (mg)   25.49±21.17      9.76±5.07b                      /
  3-MX (mg)   28.75±13.38   19.44±5.06b                      /
  1,3-DMU (mg)   39.24±29.70    20.77±15.60b                      /
  TP (mg)   53.13±17.23    66.75±15.69b                      / 

For TP, on d 1 and 5, 200 mg of TP was given to subjects as a single morning dose.  On d 2 to 4, 400 mg of TP was given to subjects twice daily (morning 
dose and evening dose).  For ATFX, on d 1, 400 mg was given to subjects as a single morning dose, and on d 2 to 5, 200 mg of ATFX was given to 
subjects once daily (morning dose).  The results are expressed as the mean±SD (n=12).  bP<0.05, cP<0.01 vs TP alone.
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human liver microsomes.  The inhibition of TP metabolism by 
ATFX is pathway-dependent.  The inhibition is more selec-
tive for 3-MX than for 1-MX and 1,3-DMU.  For example, 
co-incubation of 1 mg/mL ATFX with 2 mmol/L TP induced 
decreases in 3-MX, 1-MX, and 1,3-DMU formation from the 
controls by 63%, 54%, and 38%, respectively.  The estimated 
reversible inhibition index (KI) values for the formation of 
the three metabolites were over 1000 µmol/L (corresponding 
412 µg/mL) (Table 3); however, these concentrations do not 
occur in the human body.  These results indicated that ATFX 
was a weak, reversible inhibitor of CYP1A2, and this mech-
anism-based inhibition was further investigated.  When pre-

incubated with NADPH-fortified human microsomes in the 
absence of the substrate, ATFX was shown to have inhibitory 
effects on the metabolism of TP to 1-MX, 3-MX, and 1,3-DMU.  
The effect was NADPH-, time-, and concentration-dependent 
(Figure 3).  It is well known that time-dependent inhibition 
of enzymes is one of the characteristics of mechanism-based 
inhibition.  Therefore, our data suggested that ATFX behaves 
as a mechanism-based inhibitor of CYP1A2.  Upon further 
study, the maximal inactivation rate constant (kinact,i), appar-
ent rate constant Kapp,i and ratios of kinact,i/Kapp,i were estimated 
(Table 3).  The mechanism-based inhibition was also pathway-
dependent, and the kinact,i/Kapp,i ratios were estimated to be 

Table 3.  Inhibitory effect of ATFX on TP metabolites in human liver microsomes in vitro.  Data represent mean±SD of three experiments.  

                                                             
 KI (μmol/L)                             Kapp,i (μmol/L)                                kinact,i (min-1) 

                         kinact,i/Kapp,i (×10-5) 
                                                                                                                                                                                                                                   (min-1·M-1) 
 
 3-MX 1209.2±66.3 265.88±18.81 0.0097±0.0016 3.68±0.84
 1-MX 1033.2±78.9 353.29±16.20 0.0073±0.0012 2.06±0.37
 1,3-DMU 1519.4±56.6 430.21±14.19 0.0047±0.0080 1.08±0.15

Table 2.  Pharmacokinetic parameters of ATFX alone and the co-administration of TP.

                                         Parameters                                    ATFX                            ATFX plus TP                           Point estimate (90% CI)           
 
 1st day AUC0–24 (μg·h/mL)   39.93±8.86   38.46±8.36   98.9% (86.5%–113.1%)
  Cmax (μg/mL)      2.94±0.78      2.90±0.85   98.6% (83.2%–116.8%)
  Tmax (h)        1.3±1.0        2.1±1.1                        /
  Cl (L/h)    10.76±2.41   10.83±2.17 104.1% (91.8%–116.5%)
  Ae(0–24) (mg) 226.40±56.26 266.42±46.82                        /
 5th day AUC0–24

SS (μg·h/mL)   24.32±6.03    27.57±6.98 113.5% (104.9%–122.8%)
  CSS

max (μg /mL)      2.10±0.39      2.36±0.48 112.5% (104.6%–121.0%)
  Cav (μg /mL)      1.03±0.25      1.15±0.29 113.5% (104.9%–122.8%)
  Tmax (h)        1.5±0.7        1.8±1.2                        /
  t1/2 (h)   13.56±3.75    15.01±4.11                        /
  Cl (L/h)     8.62±1.83      7.57±1.44    88.1% (81.4%–95.4%)
  Ae(0–24) (mg) 193.36±59.48 209.35±26.61                        /
  Clr (L/h)     8.55±2.42      7.60±1.91    90.6% (80.3%–110.6%)

For ATFX, on d 1, 400 mg was given to subjects as a single morning dose, and on d 2 to 5, 200 mg of ATFX given to subjects once daily (morning dose).  
For TP, on d 1 and 5, 200 mg of TP was given to subjects as a single morning dose.  On d 2 to 4, 400 mg of TP was given to subjects twice daily (morning 
dose and evening dose).  The results are expressed as the mean±SD (n=12). 

Figure 2.  Comparison of ATFX concentrations in 
plasma after an oral dose of ATFX alone (open 
circle) and co-administration of TP (filled circle).  
For TP, on d 1 and 5, 200 mg of TP was given to 
subjects as a single morning dose, and on d 2 to 
4, 400 mg of TP was given to subjects twice daily 
(morning dose and evening dose).  For ATFX, on d 1, 
400 mg was given to subjects as a single morning 
dose, and on d 2 to 5, 200 mg of ATFX was given 
to subjects once daily (morning dose).  The results 
are expressed as the mean±SD (n=12).
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0.0000368 min-1·µM-1 for 3-MX, 0.0000206 min-1·µM-1 for 1-MX 
and 0.0000108 min-1·µM-1 for 1,3-MDU, which indicated that 
the mechanism-based inhibition was favorable for 3-MX.

Retrospective in vitro-in vivo correlations
After it was determined that ATFX behaves as a mechanism-
based inhibitor of CYP1A2 in human liver microsomes, an 
attempt was made to relate the in vitro data (Kapp,i and kinact,i) 
to the pharmacokinetics of ATFX.  In turn, the effect of ATFX 
on the pharmacokinetics (AUC) of TP (a CYP1A2 substrate) 
was simulated, assuming that the degradation of CYP1A2 
was a first order process and that kdeg was set to be 0.000769 
min-1 or 0.00128 min-1, as cited by Wang et al[22].  fm (fraction 
of total hepatic elimination via CYPs) values were estimated 
to be 0.86 using the ratio of Clnr to total clearance of TP in the 
absence of ATFX in the study.  After correction for binding 
to human plasma proteins, fu=0.825 (unpublished data), the 
Cmax (5.73 µmol/L≈2.36 µg/mL) at steady state and Cav (2.79 
µmol/L≈1.15 µg/mL) of ATFX obtained in the study were 
used for simulating AUC changes.  Upon implementation, 
good simulation was found using Cmax (5.73 µmol/L) and 
kdeg (0.000769 min-1).  The estimated change of AUC was 1.32-
fold, which was close to the 1.29-fold change observed in the 
study.  However, Cav (2.79 µmol/L) or kdeg (0.00128 min-1) gave 
an underestimation of AUC changes, as the estimated changes 
were 1.16- and 1.20-fold, respectively.

Discussion
This study is different from a traditional three-period cross-
over trial.  A randomized, 5-day treatment and 3-way cross-

over design was documented in 12 healthy subjects.  The oral 
medications prescribed were ATFX, TP, or TP plus ATFX.  
For the ATFX treatment, subjects received 200 mg of ATFX 
once daily on d 2 to 5 of the 5-day study period and 400 mg of 
ATFX on d 1.  For the TP treatment, subjects orally received 
200 mg of TP twice daily on d 2 to 4 of the 5-day period and 
200 mg of TP as a single morning dose on d 1 and 5.  The pur-
pose of the study was to investigate the pharmacokinetic inter-
action between TP and ATFX in healthy Chinese volunteers.  
After the three-period trial, we compared either ATFX alone 
with ATFX plus TP, or TP alone with ATFX plus TP.  How-
ever, we could not compare ATFX alone with TP alone.  The 
significant difference between the three periods was not our 
emphasis for the purpose of the study.

The present study clearly demonstrated that ATFX increased 
the Cmax and AUC of TP at steady state by 32% and 29%, 
respectively.  According to the rule of Niki’s classification[26], 
ATFX belongs to the class II quinolones because the increase 
in Cmax and AUC of TP is between 15% and 39%.  A significant 
decrease of formation of TP metabolites was also found, as 
evidenced by decreased urinary excretion.  It is well known 
that TP is mainly metabolized via CYP1A2.  These results indi-
cated that ATFX may elicit an increase in the concentration 
of TP in plasma by inhibiting hepatic microsomal CYP1A2.  
However, the effect of ATFX on the TP concentration was 
time-dependent.  This was in contrast to the findings at steady 
state (d 5) that the co-administration of ATFX on d 1 did not 
alter the plasma concentrations of TP or the urinary excretion 
of TP metabolites (Figure 1 and Table 1), although the ATFX 
concentrations in plasma on d 1 were higher than those on d 5 

Figure 3.  Kinetics of inactivation of microsomal TP metabolism by ATFX 
(n=5).  Human liver microsomes were pre-incubated for the indicated 
times in an NADPH-generating system, and ATFX, followed by CYP1A2 
activity, was measured.  Symbols: open circle, 0 µg/mL ATFX; filled circle, 
100 µg/mL ATFX; open square, 200 µg/mL ATFX; filled square, 400 
µg/mL ATFX, and open triangle, 800 µg/mL ATFX.  The insets correspond 
to the double reciprocal of the inactivation rates as a function of ATFX 
concentration.
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(Figure 2 and Table 2).  Similar phenomena were found for the 
effects of tosufloxacin on TP plasma concentrations and the 
effects of enoxacin on caffeine concentrations[20, 27].  The in vitro 
results using human liver microsomes showed that ATFX is a 
weak reversible inhibitor of CYP1A2, but ATFX appears to be 
a clinically relevant inhibitor.  The clinical observations cannot 
be reconciled with the in vitro results, as the in vivo findings 
were simply not explained using a reversible inhibition of 
CYP1A2.  Instead, ATFX may be a mechanism-based inhibi-
tor of CYP1A2 activity.  Further experiments were designed 
to verify the hypothesis using human liver microsomes to 
analyze 1-MX, 3-MX, and 1,3-DMU formation, and the results 
were positive.  Inhibition of the formation of the three metabo-
lites of TP by ATFX was time-, concentration- and NADPH-
dependent, which is characteristic of mechanism-based 
inhibition.  Similar findings were observed using rat liver 
microsomes to assess the formation of acetaminophen from 
phenacetin[17].

The inhibitory effect of ATFX on metabolite formation in 
human liver microsomes was amenable to kinetic analysis, 
yielding estimates of kinact,i, Kapp,i, and kinact,i/Kapp,i ratios (Table 
3).  The kinact,i/Kapp,i ratios of ATFX were considerably lower 
than those reported for furafylline (0.229 min-1·µM-1)[28] and 
zileuton (0.0003 min-1·µM-1)[29].  We sought to relate the in vitro 
inhibition parameters of ATFX to rationalize the observed 
interaction between ATFX and TP in the study.  Efforts have 
been made to evaluate the mechanism-based inhibition of 
CYPs using physiologically based models[17, 21, 30, 31].  Overall, 
it is accepted that the net effect of inhibitors is dependent 
on the kinact,i/Kapp,i ratio, kdeg and concentration of inhibitor at 
the enzyme active site.  For the sake of simplicity, retrospec-
tive analysis of the ATFX data were based on a kinetic model 
(Equation 3) using the values of kdeg cited by Wang et al[22] 
(0.00128 min-1 or 0.000769 min-1).  The parameters of inactiva-
tion of the enzyme with Cmax at steady state or Cav (corrected 
for fu) are listed in Table 3.  It was noted that the simulated 
AUC changes were in agreement with the observed values 
using Cmax at steady state and a kdeg of 0.000769 min-1, which 
indicated that it is possible to reconcile the clinical drug inter-
actions between TP and ATFX with the in vitro results accord-
ing to a mechanism-based inhibition.  The mechanism-based 
inhibition may explain why ATFX causes an increase in TP 
levels in plasma and why the inhibitory effect of ATFX is time-
dependent.

A recent report has demonstrated that treatment with cip-
rofloxacin is associated with a significant increase in the risk 
of TP toxicity in elderly patients[32].  Our study confirmed the 
idea that the co-administration of ATFX increases the plasma 
levels of TP in young populations.  These results indicate that 
ATFX probably decreases TP clearance and increases the risk 
of TP toxicity in elderly patients.  Further studies are required 
to investigate the pharmacokinetic interactions between ATFX 
and TP in elderly populations.

Based on the results of our study, it was concluded that 
ATFX appears to be a clinical mechanism-based inhibitor of 
CYP1A2.  Co-administration of ATFX may increase TP concen-

trations in plasma, which would raise the risk of TP toxicity in 
patients.  We suggest that when patients receiving TP require 
treatment with antibiotics, avoidance of ATFX may be clini-
cally appropriate.  Alternatively, close monitoring for TP con-
centrations and toxicity is warranted in cases where the use of 
ATFX is required.
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Introduction
Tacrolimus, a 23-member macrolide lactone, was isolated 
from Streptomyces tsukubaensis early in 1984[1, 2].  Its use is now 
well established for primary immunosuppression in liver and 
kidney transplantation.  Meanwhile, experience with its use 
in other types of solid-organ transplantation, including heart, 
lung, pancreas and intestinal, as well as its use for the preven-
tion of graft-versus-host disease in allogeneic bone marrow 
transplantation (BMT), is rapidly accumulating[3].  However, 
being a BCS class II drug, the clinical efficacy of tacrolimus is 
very limited because of its poor water solubility (5–8 μg/mL), 
which is responsible for its low oral bioavailability[2, 4].  The dis-
solution rate of tacrolimus is one of the rate-limiting steps for 
its in vivo absorption.  A self-microemulsifying drug delivery 

system (SMEDDS) has been used to improve the oral bioavail-
ability of poorly soluble drugs by presenting and maintaining 
the drug in a dissolved state during its entire transit through 
the gastrointestinal tract[5].  Therefore, SMEDDS was designed 
in this study to improve the dissolution and oral bioavailabil-
ity of tacrolimus.  At present, there are four drug products, 
Sandimmune®, Sandimmun Neoral® (cyclosporine A), Norvir® 
(ritonavir), and Fortovase® (saquinavir) on the pharmaceutical 
market, the active compounds of which have been formulated 
into the specific SMEDDS.  Significant improvement in the 
oral bioavailability of these drug compounds has been demon-
strated for each case, which further justifies this study[6].

SMEDDS is usually formulated in a liquid form, which has 
some disadvantages, especially in the manufacturing process, 
leading to high production costs.  Furthermore, incompatibil-
ity problems with the capsule shell are common[7].  Recently, 
with the development of new materials and a novel prepara-
tion process, there is growing interest in the study of solid self-
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microemulsifying drug delivery systems (S-SMEDDS)[5, 7–14].  
Compared with the traditional SMEDDS, S-SMEDDS can 
increase stability, extend storage time, reduce gastrointestinal 
irritation, and improve patient compliance.  Furthermore, it 
was reported that the bioavailability of the self-microemulsify-
ing mixture in a solid dosage form was equivalent to that of a 
liquid form[15].

Similar to cyclosporin A, tacrolimus has a very narrow thera-
peutic window, and it exhibits large intra- and inter-individual 
variability of bioavailability, ranging from 4% to 89% (mean 
of around 25%)[16, 17].  A high blood concentration will not only 
cause renal toxicity in the patient but also trigger the immune 
over-infection; however, a low concentration often leads to 
graft rejection.  Post-treatment monitoring of blood levels is 
an integral part of patient care to maintain drug levels within 
the therapeutic range to optimize therapy and reduce undesir-
able toxic effects.  This results in a significant inconvenience in 
the clinical application of tacrolimus.  Therefore, designing a 
sustained-release formulation for tacrolimus that can control 
the drug blood concentration at a suitable level is quite essen-
tial.  A tacrolimus sustained-release capsule developed by 
Astellas was approved both in Europe (Advagraf®) and Japan 
(Graceptor®).  In addition, Life Cycle Pharma A/S has devel-
oped a tacrolimus sustained-release tablet, and a clinical phase 
III trial is in progress[18].  Some in vitro and in vivo studies have 
shown that these formulations can reduce blood concentration 
fluctuations, and the differences in intra- and inter-individual 
levels have also been improved.  However, these sustained-
release capsules do not improve the bioavailability of tacroli-
mus, which is equivalent to the immediate-release capsules.  
The objective of developing SME sustained-release tablets in 
our study was not only to reduce the blood concentration fluc-
tuations but also to improve the bioavailability.

Tacrolimus shows significant site dependence in intestinal 
permeability, and it is absorbed predominantly in the upper 
part of the small intestine[19, 20].  It was reported that differ-
ences in P-gp and P450 function in each intestinal site could 
be a main cause of the site selectivity and large variability in 
tacrolimus absorption[16].  The gastroretentive drug delivery 
system (GRDDS) is a preferable approach to improve the oral 
bioavailability and variability of a drug with a narrow absorp-
tion window in the upper part of the gastrointestinal tract (ie, 
stomach and small intestine).  Prolonged gastric residence is 
expected to lead to an increased contact interval with the main 
absorption site of tacrolimus, the mucosa of the upper small 
intestine.  Owing to its improved bioavailability combined 
with reduced frequency of administration and thus improved 
patient compliance, gastric retentive devices may also be used 
as extended-release drug delivery systems[21, 22].  Several gas-
troretentive extended-release products are available on the 
market at present.  Glumetza® (metformin hydrochloride) and 
Proquin® XR (ciprofloxacin hydrochloride) extended-release 
tables were designed based on the mechanism of expansion 
and bioadhesion.  They could release the drug in the upper 
gastrointestinal tract and showed higher plasma concentra-
tions than the immediate-release formulation[23].  In this study, 

we developed tacrolimus solid SME sustained-release GRDDS 
combining the advantages of solid SME and sustained-release 
gastric retention agents to improve the bioavailability and 
reduce the blood concentration variability of tacrolimus.

Materials and methods
Materials
Tacrolimus (FK506) was purchased from Zhejiang Laiyi Bio-
technologies Co, Ltd.  Monocaprylin glycerate (GMC) was a 
gift from Henan Zhengtong Chemical Co, Ltd (Zhengzhou, 
China).  Polyoxyl 40 Hydrogenated Castor Oil (Cremophor 
RH40) was obtained from the BASF Corporation.  Polyethylene 
oxide (PEO WSR N60K) was gifted from the DOW Chemical 
Company (Midland, MI, USA).  Polyvinylpyrrolidone (PVP) 
K90 was gifted from the International Specialty Products (ISP) 
Corporation.  Mannitol and chitosan (deacylation rate ≥90.0%, 
viscosity=150 mPa·s) were purchased from Shandong Jiejing 
Group Corporation (Rizhao, China) and Sinopharm Chemical 
Reagent Co, Ltd (Shanghai, China), respectively.  The tacroli-
mus capsules: brand name Prograf; standard 1 mg/tablet; 
batch number 1D5261A.  All other chemicals were of reagent 
or HPLC grade.  Deionized water was obtained from a Milli-
pore® Milli-Q System (Molsheim, France) in the laboratory.

Animals
New Zealand rabbits (body weight 2.5±0.5 kg) were obtained 
from the Medical Animal Test Center of the Shanghai Insti-
tute of Materia Medica (Shanghai, China).  Six adult beagle 
dogs (three male and three female, average weight 8.6±1.5 kg) 
were provided by the School of the Agriculture of Shanghai 
Jiao Tong University experiment and teaching practice field.  
License No: SCXK (Shanghai) 27-0004.  All experiments were 
performed according to the Shanghai Institute of Materia 
Medica guidelines for experimental animal care.

Preparation of the solid-state self-microemulsifying dosage form
The solid self-microemulsifying drug delivery system 
(S-SMEDDS) of tacrolimus was prepared as follows: Cremo-
phor RH40 and GMC at a ratio of 4:6 were accurately weighed 
into a glass vial, melted in a water bath at 40 °C and mixed 
by a vortex to form a homogenous mixture.  Tacrolimus was 
then dispersed into this mixture of oil and surfactant by vortex 
mixing and shaking at 37 °C until a transparent solution of 
SMEDDS was obtained.  Microemulsion adsorbed granular 
material was obtained from a mixture of SMEDDS solution, 
PEO N60K, PVP K90, mannitol and chitosan by constant stir-
ring with ethanol as a wetting agent.  The dried granules were 
lubricated with magnesium stearate and compressed into tab-
lets on a single station tablet press (TDP-I, Shanghai Huamao 
Industrial & Commercial Co, Shanghai, China).
    The amounts of PEO, chitosan, mannitol and PVP added 
to the formulation to make one tablet containing 102 mg of 
SMEDDS are listed in Table 1.  

Expanding study
The swelling of the tablets can be measured by their abil-
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ity to absorb water and the degree to which they swell.  The 
swelling property of the formulation was determined by vari-
ous techniques.  Swelling index, water absorption rate and 
exposed size parameter are essential parameters to predict the 
gastroretentive performance of the expandable systems[24].  In 
this study, the exposed size parameter was chosen to measure 
the tablets’ swelling.  The water uptake study of the tablets 
was performed according to the Chinese Pharmacopoeia (CP) 
XC basket method.  The medium used was 500 mL of an HCl 
buffer at pH 1.2 rotated at 50 rotations per minute (r/min).  
The medium was maintained at 37±0.5 °C throughout the 
study.  At a selected time interval, the tablets were withdrawn 
to measure their diameter and thickness.  

Bioadhesive strength study 
The adhesive strength of the tablets to rabbit stomach mucosa 
was evaluated using a self-made system with pallet scales.  As 
shown in Figure 1, a hanging platform consisting of a cord and 
a glass slide attached with stomach mucosa was fixed to the 
pallet scales by a thick iron wire with a hook.  A flat surfaced 
steel block was used as a lower static platform.  The mucosa 
was mounted onto the lower platform using a medical rub-
ber adhesive.  The tablets were attached to the bottom of the 
hanging platform.  The hanging platform with the tablets was 

brought down and placed over the surface of the mucosa with 
an applied force of 100 G for 15 min, and the force required to 
detach the tablets from the mucosal surface was determined 
by the weight of the added water.  The test was performed 
at room temperature (23–25 °C), and the mean of the three 
measurements was used as the mucoadhesive strength of the 
tablets.

Self-microemulsifying study
To assess the self-microemulsifying properties, the tablet was 
introduced into 250 mL of 37 ºC HCl buffer at pH 1.2 under 
a gentle agitation of 50 r/min in a rotating basket dissolution 
apparatus.  When the tablet was completely eroded, a sample 
was withdrawn and investigated using the transmission 
electron microscope (JEM-1230, JEOL, Japan).  The sample 
was stained with phosphotungstic acid for visualization and 
placed on copper grids for viewing at 25±2 ºC.  The droplet 
size distribution of the resultant emulsion was also deter-
mined by photon correlation spectroscopy (PCS) using a PSS 
Nicomp 380 ZLS (PSS Nicomp, Santa Barbara, CA, USA).  Par-
ticle size distribution was expressed in a nicomp distribution.  
The sample was filtered through a 0.45-μm micropore filter.

Drug-release study
Drug redispersibility and the release profiles of tacrolimus 
from the self-microemulsifying tablets and reference com-
mercial immediate capsules were determined using the CP XC 
rotating basket method (RCZ-8B dissolution tester, RZQ-8A 
automatic sampler, RDB-8A peristaltic pump, Tian Da Tian 
Fa, Tianjin, China) at 37 °C.  The rotating speed was 50 r/min, 
and the dissolution medium was 900 mL of HCl buffer at pH 
1.2 containing 0.005% (w/v) of hydroxypropylmethyl cellulose 
(HPC-M).  Dissolution studies were conducted over 12 h to 
evaluate the sustained-release properties of the preparations.

Samples (8 mL) were withdrawn at predetermined time 
intervals and were assayed for tacrolimus by HPLC at 210 nm.  
The HPLC system was composed of an autosampler (G1313A 
ALS), a pump (G1311 Quatpump), a column oven (G1316A 
Column), a UV detector (G1314A VWD) and data processing 
software (HP Chemstation Rev.A.10.01).  Briefly, tacrolimus 
was analyzed using Agilent Zorbax XDB C8 (150×4.6 mm, 5 
μm) a reverse phase chromatography column.  The mobile 
phase consisted of acetonitrile-0.25% phosphoric acid (65:35, 
v/v) and was pumped at a flow rate of 1.0 mL/min.

In vitro release data of the sustained-release tablets were 
analyzed using the zero-order release model (Q=kt), Higuchi 
model (Q=kts1/2) and the first-order release model [ln(100-
Q)=ln100–kt], where Q is the percentage of drug released at t 
time and k is the release rate constant.

In vivo pharmacokinetics study in beagle dogs
Six healthy beagle dogs that had fasted but had free access to 
water for 12 h prior to the experiment were used in this study.  
They were allocated at random to two treatment groups and 
were orally administered gastroretentive tablets and two refer-
ence commercial capsules of tacrolimus once a day in a cross-

Table 1.  Composition of the investigated tablets. 

          Ingredients                                                            Composition
                                                                                                (mg/tablet)
 
 Tacrolimus 2
 GMC 60 
 Cremophor RH40 40 
 Polyethylene oxide 300 
 Chitosan 300 
 Mannitol 250 
 Polyvinylpyrrolidone 50 

Figure 1.  Schematic diagram of the bioadhesion testing device.
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over design with a 1-week washout period between dosing.  
The dose of tacrolimus administered was 2 mg.  

At a predetermined time interval, a blood sample (3.0 mL) 
was withdrawn at 0, 1, 2, 4, 6, 8, 10, 12, 24, and 36 h for the 
gastroretentive tablet group and 0.5, 1, 1.5, 2, 3, 4, 6, 8, 10, 12, 
and 24 h for the reference capsule group.  Blood samples col-
lected from the thigh vein were syringed into centrifuge tubes 
containing heparin and then kept frozen at -20 °C until analy-
sis.  The tacrolimus concentrations in the whole blood samples 
were determined by high performance liquid chromatography 
mass spectrometry (HPLC-MS) with a low quantitation limit 
of 0.2 ng/mL.

A selective, rapid and sensitive HPLC-MS method was 
developed for the quantification of tacrolimus in dog whole 
blood.  A two-step liquid-liquid extraction was included in 
the sample pretreatment.  Then, 1 mL of a 70% acetonitrile 
solution was added to 1 mL of the whole blood.  After vortex 
mixing for 30 s, 4 mL of dichloromethane solution containing 
1% isoamyl alcohol was added and vortexed for 15 min.  After 
centrifugation at 4000 r/min for 10 min, the lower organic 
phase was collected, and the residue was extracted with 4 mL 
of dichloromethane solution containing 1% isoamyl alcohol.  
The lower organic phase was combined and dried under nitro-
gen gas at 70 °C.  The residue was reconstituted with 200 μL of 
the mobile phase.  Separation was carried out on an Alltech-
AlltimaTM-C18 column (150 mm×2.1 mm, 3 μm) with methanol 
as the mobile phase at a flow rate of 0.2 mL/min.

Detection was performed by a Thermo Finnigan LTQ HPLC-
MS (Thermo Finnigan, USA).  The mass spectrometer was 
operated with an electrospray ionization (ESI) interface in pos-
itive ionization mode and with multiple-reaction monitoring 
mode.  The selected reaction monitoring (SRM) of tacrolimus 
was m/z 826.48.  The concentration of tacrolimus was deter-
mined by a standard linear calibration curve in the concentra-
tion range of 0.2–20 ng/mL.  

The maximum whole blood concentration (Cmax), time to 
Cmax (tmax), and the area under the whole blood concentration 
versus time curve (AUC) were calculated from observed data 
points with the Drug and Statistics (DAS 2.1.1) pharmacoki-
netic software.  Statistical analysis (Cmax, tmax, AUC) was also 
conducted with the DAS 2.1.1 software.  The relative bioavail-
ability (F) of the gastroretentive tablet to the commercial cap-
sule (reference) was calculated using the following equation:

Statistical analysis
Results are expressed as the mean±standard deviation.  Statis-
tical comparisons were performed using a bilateral t-test (Cmax, 
AUC) and a non-parametric test (tmax) with the DAS 2.1.1 soft-
ware.  A P value <0.05 was considered statistically significant.

Results
Development of the tablet 
Self-microemulsifying systems form fine oil-water emulsions 

with only gentle agitation upon their introduction into aque-
ous media.  Therefore, the selection of the oil, surfactant, and 
mixing ratio play an important role in the formulation of the 
microemulsion.  In the present study, Cremophor RH40 and 
GMC were tested for phase behavior.  The influence of the 
oil and surfactant ratio on the particle size distribution was 
evaluated.  As seen in Figure 2, Cremophor RH40 gave a wide 
microemulsion region.  Increasing the oil ratio resulted in a 
larger particle size.  Cremophor RH40 and monocaprylin glyc-
erate at a ratio of 4:6 have the optimal particle size distribu-
tion, so it was selected for the formulation study.

On the basis of previous studies on the swelling properties 
of matrix tablets, we concluded that the polyethylene oxide 
(PEO) polymer is an excellent vehicle for swelling tablets[25–27].  
Earlier studies have demonstrated that PEO also has good 
adhesion.  Therefore, PEO was chosen as the skeleton material 
of the tablet, which provided swelling and adhesion capability 
for the tablet.  PVP is a nonirritant material that is extensively 
used as a tablet binder[27].  It is well known that the expanded 
form must maintain its integrity and have adequate strength 
to withstand the force in the stomach[28].  Moreover, the high 
molecular weight grades of PVP offer higher binding capacity.  
Therefore, PVP K90 was introduced as a tablet binder and was 
simultaneously used to increase the ability of the resistance to 
the gastric motility of the swelling tablet.  

The goals of gastric retention and controlling release are not 

F=       AUCtest      ×100%         AUCreference

  Formu-         Cremophor RH40:         Mean particle            Polydispersity
  lation              Monocaprylin                  size (nm)                      index
                             glycerate   
 
 S1 8:2   15.1±1.5 0.21±0.02
 S2 6:4   24.3±2.1 0.38±0.047
 S3 4:6   25.9±2.3 0.04±0.007
 S4 3:7   44.4±2.8 0.28±0.032
 S5 2:8 104.6±3.6 0.44±0.051

Figure 2.  Phase diagram and particle size distribution of SMEDDS 
containing Cremophor RH40 and monocaprylin glycerate.
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always compatible.  PEO is a matrix material that possesses 
the characteristics of both swelling and controlling release; 
however, PEO takes a very long time to completely erode 
when it is used at the amount needed for sufficient swelling 
to achieve gastric retention.  Some other matrix materials can 
also swell but offer the benefit of faster and more even ero-
sion in the gastric environment, which means that the dosage 
form made with these materials can pass through the gas-
trointestinal tract more predictably after a few hours of drug 
release.  One such material is chitosan, which swells, but not 
to the same degree as PEO.  Chitosan can generate synergies 
with PEO in the expansion of matrix tablets, and the releases 
that are controlled by the erosion of the polymeric matrix are 
also easier.  Moreover, chitosan also has very strong adhesion, 
which has a prominent role in enhancing the adhesion force of 
the tablet.  Hence, we developed a PEO and chitosan combina-
tion gastric retention tablet, which not only maintained good 
swelling of the tablets but also insured that the tablets com-
pletely eroded at the scheduled time, taking double advantage 
of the chitosan.  In this study, mannitol was used to further 
regulate the drug-release rate.

Expanding study
It is reported that the dosage form size has a great influence 
on its residual effects in the stomach.  Due to the retropul-
sion reflex, gastroretentivity may simply be achieved by large 
dimensions that are physically unable to pass through the 
pyloric sphincter[29].  The pyloric sphincter has a diameter 
of 12.8±7 mm in humans[29].  To achieve a size adequate for 
preventing passage through the pylorus yet small enough to 
be swallowed requires very significant expansion in at least 
two dimensions[28].  The tablet we developed expanded to 13.5 
mm in diameter and 15 mm in thickness after 20 min, and 
then to 16 mm in diameter and 20 mm in thickness after 3 h 
of contact with an HCl buffer at pH 1.2.  The two dimensions 
of the size of the tablet at different times are shown in Figure 
3.  The results revealed that the tablet swelled rapidly when 
immersed in the HCl buffer at pH 1.2, and the tablet main-
tained this large size for at least 8 h.  These results indicated 
that the tablet had a very good capacity to improve the effec-

tiveness of gastric retention.  

Bioadhesive strength study 
Gastroretention can be achieved by the swelling property of 
the tablet, and bioadhesion may be an important property for 
further strengthening of the gastroretentive feature of tablets.  
PEO polymers are reported to have potential bioadhesive 
properties.  To reinforce the mucoadhesion feature, chitosan, 
which is widely used as a bioadhesive polymer, was added to 
the formulation.  Its mucoadhesive properties are mediated 
by ionic interactions of the positively charged amino groups 
and negatively charged substructures of the gastrointestinal 
mucus, mainly sialic acid[30].  The dissolution time and bioad-
hesion force with and without chitosan are shown in Table 2.  
As depicted in Table 2, the result of the bioadhesion study 
indicated that chitosan had a more significant effect than PEO 
on bioadhesion.  This may be due to different adhesion mecha-
nisms in PEO and chitosan, which resulted in different contri-
butions to the adhesion of the tablet.  Moreover, tablets with 
chitosan took less time to completely erode.  The bioadhesive 
strength of PEO N60K tablet with chitosan was 0.98±0.06 
N/cm2, which ensured that the tablet could adhere to the gas-
tric mucosa.  

Self-microemulsifying study
The incorporation of the self-microemulsifying mixture into a 
solid dosage form is desirable, but challenging, because self-
microemulsifying properties are harder to achieve with solid 
materials[7].  Therefore, it is necessary to determine whether 
or not the tablet that is composed of a self-microemulsifying 
mixture and solid materials can self-microemulsify when it 
contacts water or SGF.  The droplet size nicomp distribution 
of the liquid SMEDDS and solid SMEDDS are shown in Figure 
4.  The average dispersing droplet size of the liquid SMEDDS 
and solid SMEDDS were 28.9 nm and 26.2 nm, respectively.  
These results indicated that the solid self-microemulsifying 
formulation (SMEF) preserved the self-microemulsification 
performance of the liquid SMEF.  TEM (Figure 5) showed 
that the reconstituted microemulsions were released from 
the solid SMEF when exposed to SGF.  The size range was 
narrow, and the droplet size was very small (approximately 

Table 2.  Bioadhesion and time for 95% drug release of PEO tablets. n=6. 
Mean±SD.

 Code#          Composition                          Bioadhesion      Time for 95% 
                                                                               (N/cm2)      drug release (h)
 
 1 PEO 600 mg 0.81±0.09 21.8±1.2
 2 PEO 300 mg+Chitosan 300 mg 0.98±0.06 12.1±0.8

PEO, polyethylene oxide. Formation #1 and #2 also include 2 mg 
tacrolimus, 60 mg monocaprylin glycerate, 40 mg Cremophor RH40, 250 
mg mannitol, 50 mg polyvinylpyrrolidone.

Figure 3.  Gel layer diameter and thickness of the self-microemulsifying 
gastroretentive sustained-release tablets during contact with the HCl 
buffer at pH 1.2. n=6. Mean±SD.
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20–30 nm).  These results were consistent with the results of 
the PCS analysis.  TEM showed the quality of the microemul-
sion that was formed.  Emulsion droplet size is a decisive fac-
tor in self-microemulsifying formulation performance because 
it determines the rate and the extent of drug release.  Smaller 
droplet size improves the drug release and provides a larger 
interfacial area across which the drug can diffuse into the gas-
trointestinal fluids, and thus, it increases drug absorption[31, 32].  
TEM and nicomp distribution results confirmed that the tablet 
could self-microemulsify in the gastrointestinal tract, and the 
droplet size of the emulsion drops was small, which could 
achieve the purpose of increasing drug solubility and improv-
ing drug absorption.

Drug-release study 
For drug candidates with lower aqueous solubility, the drug-
release rate is dependent mainly on the erosion of the poly-
meric matrix[33, 34].  As demonstrated in Figure 6, about 100% 
of the tacrolimus is released within 2 h from the commercial 
capsules.  In contrast, for the tacrolimus self-microemulsifying 
gastroretentive sustained-release tablets, the concentration 
of drug released was very low within two hours, and almost 
no drug was released in the first hour.  This was because the 
matrix swelling was much faster compared with the erosion 

process during the initial contact with the dissolution medium; 
therefore, matrix erosion did not occur during this time.

The fitting equations of the drug-release curve are shown 
in Table 3.  According to the correlation coefficient of the fit-
ting curve, the release curve was fit to the zero-order release 
model, which was helpful in reducing fluctuations in blood 
concentrations.  The release mechanism of tacrolimus from the 
PEO, chitosan and mannitol coupling gastric retention matrix 
tablets was mainly based on erosion.

In vivo pharmacokinetics study in beagle dogs
Mean whole blood levels of tacrolimus at each time point are 
summarized in Figure 7.  From Table 4, it can be seen that the 
AUC(0–∞) was approximately five times greater when tacroli-
mus was administered as gastroretentive tablets as compared 
to the commercial capsules.  The mean value of Cmax for the 
gastroretentive tablets (8.86 ng/mL) was 2.3 times greater than 
the Cmax obtained with the same dose of tacrolimus adminis-
tered as the commercial capsules (3.78 ng/mL).  Gastroreten-
tive tablets resulted in an average tmax of 6.67 h, which was 
obviously longer than the tmax of the commercial capsules (1 h).  
The gastroretentive tablets resulted in a significant absorption 
of tacrolimus compared to the commercial capsules (P<0.05).

Table 3.  The release pattern of tacrolimus self-microemulsifying sustained 
release tablets.

   Release                    
Fitting equation                        R2    Adj R2

   pattern
 
 Zero order Q=8.70426t–9.30741 0.9938 0.9925
 First order Ln (100–Q)=-0.23325t+5.13975 0.8768 0.8522
 Higuchi Q=38.55712t1/2–45.72334 0.9586 0.9503

Figure 4.  Microemulsion droplet size distribution: solid SMEDDS (blue 
line); liquid SMEDDS (red line).

Figure 5.  Transmission electron micrograph of the reconstituted 
microemulsion released from the gastroretentive sustained-release tablet.

Figure 6.  Dissolution profiles of tacrolimus from the sustained-release 
self-microemulsifying gastroretentive tablets and the commercial 
immediate-release capsules.  (2 mg tacrolimus; n=6, arithmetic 
mean±SD).
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Discussion
There is a clear pharmaceutical need for advanced delivery 
systems that continuously supply drugs with narrow absorp-
tion window to their absorption site for an extended time 
period.  This approach would provide effective and sustained 
drug concentrations in the blood for prolonged periods of 
time.  It would also eliminate the need for frequent drug 
administration and the use of inconvenient modes of adminis-
tration.  This is particularly true for tacrolimus to prolong the 
release of drug in the duodenum by a gastroretentive dosage 
form (GRDF).  

The current investigation presents a novel and promising 
sustained-release GRDF based on the combination  of large 
dimensions, bioadhesive strength, sustained release of the 
loaded drug and self-microemulsification.  In this study, the 
sustained-release GRDF of tacrolimus was prepared using a 
combination of PEO and chitosan as a solid carrier.  The SME 
gastroretentive sustained-release tablets preserved the self-
microemulsification performance of the liquid SMEDDS.  The 

optimized formulation followed zero-order release kinetics.  
Swelling studies indicated  significant water uptake and swell-
ing, which may be significant in gastroretention.  The bioadhe-
sive properties were also studied, and the developed formu-
lation showed significant bioadhesion.  Thus, by combining 
these approaches of gastroretention together, the in vivo gas-
troretention could be predicted more reliably.  Based on these 
promising in vitro results, in vivo studies in beagle dogs were 
carried out to determine various pharmacokinetic parameters.  
The relative oral bioavailability of the model drug, tacrolimus, 
was 5.5-fold compared to the commercial capsules.  Gastrore-
tentive tablets resulted in an average tmax of 6.67 h, which was 
obviously longer than the tmax obtained from the commercial 
capsules (1 h).  

The higher bioavailability of hydrophobic drugs incorpo-
rated in a SMEDDS has been reported elsewhere[35–37].  The 
contribution of the GRDF approach extended the length of the 
absorption phase in comparison with the non-gastroretentive 
dosage form.  This allows the desired therapeutic concen-
tration to be achieved for prolonged periods of time.  Thus, 
a combination of SMEDDS and GRDF can usually further 
improve the bioavailability of drugs.  However, in terms of 
some rapid metabolism of drugs in the gastrointestinal tract, 
GRDF, which inputs the drug into the intestinal epithelial 
cells with the sustained mode, may enhance the efficacy of 
first pass metabolism in the intestinal wall.  This phenomenon 
may reduce the bioavailability of drugs in some cases.  There-
fore, whether the sustained-release gastroretentive tablets can 
enhance the bioavailability of self-microemulsifying agents 
needs further study according to the specific absorption and 
metabolism characteristics of drugs.  

Several factors have been suggested as possible determi-
nants of the low oral bioavailability of tacrolimus.  These 
include a low solubility in the intestine, extensive metabo-
lism by CYP3A4 in the gut, and P-gp-mediated drug efflux.  
Regional differences in the functional expression of P-gp were 
investigated in the human intestine, indicating that there 
is higher activity of P-gp in the ileum and the colon than in 
the jejunum[16].  Therefore, the sustained-release gastroreten-

Table 4.  Pharmacokinetic parameters of tacrolimus from self-microemulsifying gastricretentive sustained release tablets and commerical capsules.

    
No 

               Order of                         AUC(0–t) (ng·h·mL-1)     AUC(0–∞) (ng·h·mL-1)                      tmax (h)                    Cmax (ng·mL-1)       
F%                     administration                SEGTa                CCb  SEGT           CC                 SEGT           CC             SEGT    CC

 
 1 SMEGSRT/CC 88.20 28.54 126.22 40.56   4 1 6.61 4.82 309.0
 2 SMEGSRT/CC 206.91 18.67 252.52 25.68   8 1 11.54 2.50 1107.8
 3 SMEGSRT/CC 74.48 43.99 85.39 68.74   6 1 6.02 5.01 169.3
 4 CC/SMEGSRT 209.91 32.11 320.47 48.21 10 1 11.23 3.98 653.7
 5 CC/SMEGSRT 82.73 26.21 103.03 35.65   4 1 7.80 3.47 315.6
 6 CC/SMEGSRT 194.35 25.41 265.86 33.14   8 1 9.96 2.88 764.9
  Mean 142.76 29.16 192.25 42.00   6.67 1 8.86 3.78 553.4
  SD 67.12 8.51 99.23 15.10   2.42 0 2.38 1.02 353.8

a SMEGSRT self-microemulsifying gastricretentive sustained release tablets. 
b CC commercial capsules.

Figure 7.  Whole blood concentration versus time curve (arithmetic 
mean±SD, n=6) of tacrolimus (2 mg per dog) in beagle dogs after oral 
administration of the self-microemulsifying gastroretentive sustained-
release tablets (∆) or commercial capsules (□).
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tive tablets we prepared in this study can avoid extensive 
CYP3A4 metabolism and P-gp-mediated efflux by releasing 
tacrolimus in the upper part of the small intestine, promote 
the drug absorption, and further enhance the bioavailability 
of SME.  Both SME, which increased drug solubility, and gas-
troretention technology, which prolonged the time that the 
drug remains in the upper part of the gastrointestinal tract, are 
responsible for the enhanced bioavailability of tacrolimus.

In conclusion, the current study demonstrates that a self-
microemulsifying, swellable and bioadhesive gastroretentive 
delivery system, which has great potential to reduce the blood 
concentration fluctuations and increase the overall bioavail-
ability of the model drug tacrolimus, has been successfully 
developed.  The presence of highly swellable and strongly 
bioadhesive polymers within the developed systems provided 
rapid swelling and significant bioadhesive force.  Soluble man-
nitol made the matrix more liable to erosion, which resulted in 
drug release in a predetermined manner by varying the man-
nitol concentration.  The drug release was characterized by a 
substantial zero-order profile, which was helpful in reducing 
blood concentration fluctuations.  Complete dissolution or ero-
sion of the formulation matrix in a timely manner is important 
for gastroretentive dosage forms because very slow erosion 
or dissolution may lead to expulsion and other gastrointesti-
nal safety issues.  The tablet we developed could completely 
erode within approximately 12 h, so it would avoid the safety 
problems that were previously mentioned.  We can come to 
the conclusion that PEO in combination with chitosan is a 
promising carrier for gastroretentive drug delivery systems 
and solid self-microemulsifying drug delivery systems.  SME 
gastroretentive sustained-release tablets are potential vehicles 
for drugs with poor solubility and a narrow absorption win-
dow.  Moreover, it possesses broad prospects for industrial 
application.  
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Introduction
The cytochrome P450 (CYP) 2C9 enzyme oxidizes many 
clinically important compounds, including drugs with 
narrow therapeutic indexes such as warfarin, tolbutamide, 
and phenytoin, as well as other common drugs such as 
glibenclamide, glimepiride, glipizide, losartan, irbesartan, 
torsemide, and many anti-inflammatory drugs[1, 2].  Genetic 
polymorphisms in enzymes that metabolize drugs are major 
determinants of variability in individual response.  Thirty-five 
alleles of the CYP2C9 gene have been reported (http://www.
cypalleles.ki.se/cyp2c9.htm) and three of these, CYP2C9*1, 
*2, and *3, are frequently identified in most populations.  The 
CYP2C9*2 allele is the most common deleterious allele among 

people of European descent, with a frequency of 0.080 to 
0.191.  The CYP2C9*3 allele is less common (0.033−0.162)[3].  In 
contrast, the CYP2C9*2 allele is rare among East Asians[3, 4], 
and CYP2C9*3 is more common than that in Europeans 
(0.007 to 0.060)[5] .  In addition, CYP2C9*3 homozygotes are 
seldom detected in East Asian populations[5] .  CYP2C9*3 
has the lowest metabolic activity in vitro, while CYP2C9*2 
has an intermediate enzyme activity, and CYP2C9*1 has the 
highest activity[6].  Individuals with mutant CYP2C9 vari-
ants may not metabolize drugs adequately, leading to drug 
toxicity.  Therefore, drug doses must be adjusted according 
to genotype.  The frequencies of CYP2C9 alleles vary between 
populations, information that is useful for clinical pharmaco-
therapy.  The frequencies of CYP2C9 alleles and genotypes in 
the Korean population have been calculated[5, 7–9], however, 
there are significant discrepancies in the reported CYP2C9*3 
frequencies.  Thus, we measured the CYP2C9 allele and 
genotype frequencies in a large Korean cohort, where we 
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Aim: CYP2C9 enzyme metabolizes numerous clinically important drugs.  The aim of this study is to investigate the frequencies of 
CYP2C9 genotypes and the effects of selected alleles on losartan pharmacokinetics in a large sample of the Korean population.
Methods: The CYP2C9 gene was genotyped in 1796 healthy Korean subjects.  CYP2C9 alleles (CYP2C9*1, *2, *3, and *13 alleles) 
were measured using polymerase chain reaction-restriction fragment length polymorphism (PCR-RFLP) assay and direct sequencing 
assay.  The enzymatic activity of each CYP2C9 genotype was evaluated using losartan as the substrate. 
Results: The frequencies of CYP2C9*1, *3, and *13 allele were 0.952 (95% confidence interval 0.945–0.959), 0.044 (95% CI 0.037– 
0.051), and 0.005 (95% CI 0.003–0.007), respectively.  The frequencies of the CYP2C9*1/*1, *1/*3, *1/*13, and *3/*3 genotypes 
were 0.904 (95% CI 0.890–0.918), 0.085 (95% CI 0.072–0.098), 0.009 (95% CI 0.005–0.013), and 0.001 (95% CI 0.000–0.002), 
respectively.  In the pharmacokinetics studies, the AUC0–∞ of losartan in CYP2C9*3/*3 subject was 1.42-fold larger than that in 
CYP2C9*1/*1 subjects, and the AUC0–∞ of E-3174, a more active metabolite of losartan, in CYP2C9*3/*3 subject was only 12% of 
that in CYP2C9*1/*1 subjects.
Conclusion: The results confirmed the frequencies of CYP2C9 genotypes in a large cohort of Koreans, and detected the CYP2C9*3/*3 
genotype.  CYP2C9*3/*3 subjects metabolized much less losartan into E-3174 than CYP2C9*1/*1 subjects.
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detected the CYP2C9*3/*3 genotype and analyzed the effects of 
the CYP2C9*3/*3 genotype on losartan pharmacokinetics.

Materials and methods
Subjects 
We enrolled 1796 unrelated healthy Korean volunteers in this 
genotyping study.  Written informed consent was obtained 
from all volunteers.  

Genotyping tests 
Genomic DNA was isolated from peripheral blood leukocytes 
using the Wizard Genomic DNA Kit (Promega, Madison, 
WI, USA) according to the manufacturer’s instructions.  
Analyses of the CYP2C9*2, *3, and *13 alleles were performed 
using polymerase chain reaction restriction fragment length 
polymorphism (PCR-RFLP), as described previously[5].  The 
CYP2C9*1 allele was assigned in the absence of other detect-
able alleles.  The genotypes identified by PCR-RFLP were con-
firmed by sequence analysis.  Exons and exon/intron junctions 
of the CYP2C9 gene were amplified as described with slight 
modifications[5, 10].  The PCR products were purified using a 
PCR purification kit (AxyPrep PCR Clean-up Kit, Axygen 
Bioscience Inc, Union City, CA, USA) and sequenced on an 
ABI3730 automatic sequencer (Applied Biosystems Inc, Foster 
City, CA, USA) using a BigDye Terminator Cycle Sequencing 
Ready Reaction Kit (Applied Biosystems Inc, Delaware, USA).  

Protocol for pharmacokinetic studies 
Thirteen healthy male Korean subjects with CYP2C9*1/*1 
(n=12) or CYP2C9*3/*3 (n=1) genotypes were selected for a 
pharmacokinetic study of losartan.  Although two subjects 
with CYP2C9*3/*3 were detected, one did not provide written 
informed consent.  Thus, only one subject with CYP2C9*3/*3 
was enrolled in the pharmacokinetic study.

The subjects were between 20 and 26 years old and had 
body mass indexes between 21 and 25 kg/m2.  All subjects 
were healthy as defined by medical history, physical examina-
tion, and routine laboratory tests (blood chemistry, hematol-
ogy, and urine analysis).  The subjects were asked to refrain 
from ingesting medications, caffeine, grapefruit products, 
and alcoholic beverages and from smoking for at least 1 week 
before and during the study period.  All subjects provided 
verbal and written informed consent after being given an 
explanation of the experimental procedures and purpose of 
the study.  The institutional ethics committee of the School of 
Pharmacy, Sungkyunkwan University, Korea approved the 
study protocol.  All procedures were performed in accordance 
with the recommendations of the Declaration of Helsinki on 
biomedical research involving human subjects.  

On the day of the study, each subject received 50 mg of 
losartan potassium (Cozaar®, MSD-Korea, Seoul, Korea) orally 
with 240 mL of water after an overnight fast.  The subjects 
maintained the fasting state for 4 h after receiving the drug.  
Before and at 0.5, 1, 1.5, 2, 3, 4, 6, 8, 10, and 24 h, venous blood 
samples (10 mL) were collected in heparinized tubes and cen-
trifuged for 10 min at 3000 r/min.  The plasma was separated 

and stored at -70 °C until needed.  

Assay of losartan and E-3174 in plasma
CYP2C9 metabolizes losartan to a more active metabolite, 
E-3174[11].  Thus, the losartan and E-3174 concentrations in the 
plasma were determined by HPLC with a fluorescence detec-
tor as previously reported with modifications[12].  Briefly, 1.0 
mL of plasma, 150 ng of valsartan (IS), and 200 μL of 1 mol/L 
phosphoric acid were mixed in a glass tube, and extracted with 
7 mL of methyl tert-butyl ether (MTBE) with constant vigorous 
stirring for 1 min.  After centrifuging (2500 r/min for 10 min), 
the organic layer was transferred to another tube with 200 μL 
of 0.05 mol/L sodium hydroxide and stirred vigorously for 1 
min.  The samples were again centrifuged at 2500 r/min for 
10 min.  The aqueous layer was collected, and residual MTBE 
was removed by nitrogen evaporation.  The sodium hydroxide 
layer was acidified with 50 μL of 0.2 mol/L phosphoric acid 
and mixed.  The aqueous fraction was washed by adding 6 
mL of n-hexane and mixing for 1 min.  After centrifuging, the 
hexane was discarded, and residual n-hexane was removed 
by nitrogen evaporation.  Methanol (150 μL) was added to 250 
μL of the re-extracted water phase, and 100 μL of the resulting 
mixture was injected into the HPLC system.  The HPLC sys-
tem consisted of a Waters Model 515 HPLC pump, a Waters 
Model 717 Plus autosampler, a Waters 474 scanning fluores-
cence detector, and column oven (Waters, Milford, MA, USA).  
Separations were performed on a 5 μm Luna CN column (4.5 
mm×250 mm; Phenomenex, Torrance, CA, USA).  The mobile 
phase was 15 mmol/L phosphoric acid/acetonitrile (65:35,  
v/v) adjusted to pH 3.0 with 5 mol/L sodium hydroxide at 1 
mL/min.  The effluents were detected by fluorescence with 
excitation at 250 nm and emission at 380 nm.  The standard 
curves for losartan and E-3174 were linear from 5 to 1000 
ng/mL (r2 >0.999).  The mean accuracy for losartan and E-3174 
were 90%–102% and 96%–101%, respectively.  The coefficients 
of variation (within-day and between-day precisions) of losar-
tan and E-3174 were <9% and 10%, respectively.  

Pharmacokinetic analysis 
The pharmacokinetic parameters of losartan and E-3174 were 
calculated by non-compartmental methods from the blood 
sampling times, maximum plasma concentration (Cmax), and 
time to reach Cmax (tmax) using the BA Calc 2007 analysis pro-
gram (KFDA, Seoul, Korea).  The area under the curve (AUC) 
for plasma concentration-time was calculated using the linear 
trapezoidal rule.  The elimination rate constant (ke) was deter-
mined by linear regression analysis of the log-linear portion 
of the plasma concentration-time curve.  The AUC from 0 to 
infinity (AUC0–∞) was calculated as AUC0–∞=AUC+Ct/ke (Ct 
being the final plasma concentration).  The half-life (t1/2) was 
calculated as t1/2=ln 2/ke.  The apparent oral clearance (CL/F) 
of losartan was calculated as CL/F=Dose/AUC0–∞.  

Statistical analysis
Data were compiled according to the genotype and allele 
frequencies.  The frequencies of each allele are reported with 
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95% confidence intervals.  Hardy-Weinberg equilibrium was 
evaluated by comparing the genotype frequencies with the 
expected values using a contingency table χ2 test.  Statistical 
significance was determined by χ2 test; a P-value less than 0.05 
was considered significant.  The pharmacokinetic data are 
expressed as mean±SD.

Results
Frequencies of CYP2C9 alleles and genotypes
The estimated frequencies of the CYP2C9 alleles and geno-
types in the Korean population are summarized in Table 1.  
The genotype frequency distribution did not deviate signifi-
cantly from Hardy-Weinberg equilibrium.  CYP2C9*1 was the 
most common allele (0.952, 95% CI: 0.945–0.959).  The most 
common variant allele was CYP2C9*3 (0.044, 95% CI: 0.037–
0.051).  The CYP2C9*1/*3 frequency in this study was more 
than four times higher than previously reported[7] (P<0.01, 
Table 2).  The CYP2C9*13 frequency in our sample was 0.005 
(95% CI: 0.003–0.007).  There were 1624 subjects with the 
CYP2C9*1/*1 genotype (0.904, 95% CI: 0.890–0.918), 153 with  
the CYP2C9*1/*3 genotype (0.085, 95% CI: 0.072–0.098), 17 with 
the CYP2C9*1/*13 genotype (0.009, 95% CI: 0.005–0.013), and 
2 with the CYP2C9*3/*3 genotype (0.001, 95% CI: 0.000–0.002)
(Table 1).  The genotype results from PCR-RFLP corresponded 
with the sequencing results (data not shown).  

The CYP2C9*3 allele frequency in our Korean sample was 
slightly (although not significantly) higher than in Chinese 
samples, and was significantly higher than in Japanese 
samples (P<0.01) (Table 3).  The CYP2C9*13 allele frequency 
in our sample was slightly lower than in Chinese samples, 

and slightly higher than in Japanese samples, although these 
differences were not significant (Table 3).

Pharmacokinetics of losartan
The losartan and E-3174 pharmacokinetic parameters were 
measured in one subject with the CYP2C9*3/*3 genotype, 
a rare genotype in Koreans (0.1%, Table 1).  In this subject, 
the Cmax and AUC0–∞ of losartan were slightly higher and the 
CL/F was lower than in CYP2C9*1/*1 subjects, but losartan 
metabolism to E-3174 was almost completely blocked (Figure 1, 
Table 4).  

Discussion
CYP2C9 catalyzes phase I metabolism for approximately 
15%–20% of the drugs subject to this reaction.  The CYP2C9 
allelic variants CYP2C9*2, CYP2C9*3, and CYP2C9*13 code for 
enzymes with approximately 10%–40%, 5%–15%, and 1%–12% 
of the activity of CYP2C9*1, respectively[4, 10, 29].  The CYP2C9*2 
allele is the most common variant allele among people of Euro-
pean descent with a frequency of approximately 0.132[4, 9, 16, 30].  
In contrast, the CYP2C9*2 allele is rare in East Asians[3] (Table 
3).  To date, the CYP2C9*2 allele has been detected in only two 
East Asian subjects, both Chinese with the CYP2C9*1/*2 geno-
type[9, 16].  We did not detect the CYP2C9*2 allele in our sample 
of 2154 Koreans (Table 3).

Functionally, the CYP2C9*3 allele has the lowest metabolic 
activity in vitro, while CYP2C9*2 lies between CYP2C9*3 and 
CYP2C9*1[6].  Europeans have significant heterogeneity in 

Table 1.  CYP2C9 allele (A) and genotype (B) frequencies in a large Korean 
sample. The expected genotype frequencies were calculated from the 
allele frequencies using the Hardy-Weinberg equation.  
A 

Allele n (3592) Frequency       95% CI 
 
CYP2C9*1  3418    0.952 0.945-0.959
CYP2C9*2         0    0.000 0.000-0.000
CYP2C9*3    157    0.044 0.037-0.051
CYP2C9*13      17    0.005 0.003-0.007

B

    Genotype    Number of    Observed        95% CI    Expected
     subjects      frequency     frequency

CYP2C9*1/*1  1624 0.904 0.890-0.918    0.905
CYP2C9*1/*3    153 0.085 0.072-0.098    0.083
CYP2C9*1/*13      17 0.009 0.005-0.013    0.009
CYP2C9*3/*3        2 0.001 0.000-0.002    0.002
CYP2C9*3/*13        0 0.000 0.000-0.000    0.000
CYP2C9*13/*13        0 0.000 0.000-0.000    0.000

Figure 1. Plasma concentration-time profiles of losartan (A) and E-3174 (B) 
in subjects with the CYP2C9*1/*1 (n=12, open circles) or CYP2C9*3/*3 
(n=1, closed circles) genotypes after administration of a single 50 mg oral 
dose of losartan.
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the CYP2C9*2 allele frequency (ranging from 0.033 to 0.162), 
whereas the CYP2C9*3 allele is less common[6].  The CYP2C9*3 
frequency in Koreans was previously reported as 0.011[7], but 
we previously found it to be 0.060[5].  Because these results 
are so different, an additional study was needed.  In addition, 
the first study found no difference in the CYP2C9*3 frequency 
between Korean and Japanese samples, but our previous 
report did[5].  In Korean population (2154 unrelated subjects), 
the CYP2C9*3 frequency was 0.046, significantly higher 

(P<0.001) than the mean frequency in Japanese (0.028), but 
similar to the frequency in Chinese (0.035) (Table 3).  Because 
the CYP2C9 allele and genotype frequencies vary among 
studies, a large sample, such as ours, should reflect actual 
genotype frequencies.  A recent study of 295 Koreans reported 
a CYP2C9*3 frequency similar to the one found in this study[13], 
but the CYP2C9*13 frequency was lower.  The CYP2C9*13 
frequency in our study was 2.5-fold higher.  Because the 
number of samples in this study (n=3592) was much higher 

Table 3.  CYP2C9 allele frequencies in East Asian populations.   

 Populations   n                                               CYP2C9 allele frequency       Reference
     *1    *2    *3  *13         
 
Korean 4308 0.949 (0.942-0.956) 0.000 (0.000-0.000) 0.046 (0.040-0.052) 0.005 (0.003-0.007) Present study#

Chinese 2174 0.964 0.000 0.036 ND        [14]
 1008 0.967 0.000 0.033 ND        [15]
 788 0.963 0.001 0.036 ND        [16]
 400 0.975 0.000 0.025 ND        [8]
 338 0.967 0.000 0.033 ND        [17]
 230 0.983 0.000 0.017 ND        [18]
 204 0.951 0.000 0.049 ND        [19]
 796 0.958 0.001 0.041 ND          [9]
 658 - - - 0.006        [20]
 294 - - - 0.010        [21]
Sum of Chinese 5938 (952)* 0.964 (0.959-0.969) 0.003 (0.002-0.004) 0.035 (0.030-0.040) 0.007 (0.003-0.011)

Japanese 1000 0.966 0.000 0.034 ND          [9]
 1448 0.968 0.000 0.032 ND        [22]
 1200 0.979 0.000 0.021 ND        [23]
 524 0.968 0.000 0.031 0.002        [10]
 436 0.979 0.000 0.021 ND        [24]
 400 0.965 0.000 0.035 ND          [8]
 280 0.982 0.000 0.018 ND        [25]
 236 0.970 0.000 0.030 ND        [26]
 246 0.955 0.000 0.045 ND        [27]
 294 0.993 0.000 0.007 ND        [28]
Sum of Japanese 6064 (524)& 0.972 (0.968-0.976) 0.000 (0.000-0.000) 0.028c (0.024-0.032) 0.002 (0.000-0.005) 

Values in parentheses represent 95% confidence intervals; n=number of alleles; differences between frequency data were calculated using the chi-
square test. ND=Not determined.
#, Data were combined with a previous study[5].
*, &, Values in parentheses represent the total numbers with the CYP2C9*13 allele.
cP<0.01 between present study and sum of Japanese (95% CI on the difference 0.010–0.026).

Table 2.  Comparisons of reported CYP2C9 allele frequencies in Koreans.  

    n                                                  CYP2C9 allele frequency     Reference
                *1                 *2                  *3               *13       
 
3592 0.952 (0.945–0.959) 0.000 (0.000–0.000) 0.044 (0.037–0.051) 0.005 (0.003–0.007) Present study
716 0.934 (0.916–0.952) 0.000 (0.000–0.000) 0.060 (0.043–0.077) 0.006 (0.000–0.012)           [5]
1148 0.989 (0.983–0.995) 0.000 (0.000–0.000) 0.011c (0.005–0.017) ND           [7]
590 0.947 (0.929–0.965) 0.000 (0.000–0.000) 0.051 (0.033–0.069) 0.002 (0.000–0.006)         [13]

Values in parentheses represent 95% confidence intervals; n=number of alleles; differences between frequency data were calculated using the chi-
square test.  ND=Not determined.  cP<0.01 between present and previous studies [7] (95% CI on the difference 0.024–0.042).
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than that in other study (n=590)[13], this study may serve more 
reliable information on the frequencies of CYP2C9 alleles in 
Korean population.

The CYP2C9*13 allele was first identified in a Chinese 
sample, and the CYP2C9*3/*13 genotype confers a remarkable 
reduction in metabolic activity[21].  In this study, 17 of 1796 
subjects had the CYP2C9*1/*13 genotype, while CYP2C9*13/*13 
and *3/*13 were not found (Table 1).  The CYP2C9*13 variant 
has impaired activity towards a number of substrates in 
vivo[20, 29, 31], and has only been found in East Asians (Table 3). 
It is apparently absent from African-American, European, 
Hispanic, and Ashkenazi Jewish populations[32].

In this  study,  two subjects  were homozygous for 
CYP2C9*3/*3, but one did not provide written informed con-
sent for inclusion in the pharmacokinetic study.  We evalu-
ated the enzymatic activity of the remaining CYP2C9*3/*3 
homozygote using losartan.  In the CYP2C9*3/*3 subject, the 
Cmax (187% of CYP2C9*1/*1) and AUC (242% of CYP2C9*1/*1) 
of losartan increased and the Cmax (3.6% of CYP2C9*1/*1) and 
AUC (11.5% of CYP2C9*1/*1) of E-3174 decreased compared 
with CYP2C9*1/*1 subjects.  In the CYP2C9*3/*3 subject, E-3174 
formation from losartan decreased markedly compared to 
CYP2C9*1/*1 subjects, therefore the AUC0–∞ was about 1/9th 
that of CYP2C9*1/*1 subjects.  These results agree with a 
previous report from Sweden[33].  Although both losartan 
and E-3174 block angiotensin II receptors, E-3174 is at least 
10-fold more potent than losartan[34], and the clinical effects of 
losartan are mainly due to E-3174.  Thus, losartan may have 
reduced antihypertensive effects in CYP2C9*3/*3 subjects than 
in CYP2C9*1/*1 subjects.  Therefore, CYP2C9*3/*3 patients 
with hypertension might do well to take other hypertensive 
agents that are not metabolized by CYP2C9.  In previous stud-
ies, losartan conversion to E-3174 was significantly reduced in 
the CYP2C9*1/*3 (50%–95% of that in CYP2C9*1/*1)[20, 33, 35, 36] 
and *1/*13 genotypes (62% of that in CYP2C9*1/*1)[20].  Because 
the AUC0–∞ of E-3174 did not differ significantly between 

CYP2C9*1/*1 subjects and CYP2C9*3 or *13 heterozygotes, 
these genotypes did not affect the clinical effects of losartan.  
Because the CYP2C9*3/*3 genotype has almost no enzyme 
activity, the use of warfarin, phenytoin, and oral hypoglyce-
mic agents might be hazardous[1, 2, 6].

In summary, the CYP2C9*3 frequency in the Korean 
population was estimated to be 0.044 (95% CI 0.037–0.051) and 
the CYP2C9*13 frequency was estimated to be 0.005 (95% CI 
0.003–0.007).  Only four genotypes (CYP2C9*1/*1, *1/*3, *1/*13, 
and *3/*3) were found in a large Korean sample.  CYP2C9*3/*3 
subjects formed markedly less E-3174 from losartan than 
CYP2C9*1/*1 subjects, suggesting a profound reduction in 
antihypertensive effect of losartan in this genotype.

Acknowledgements
This study was supported by a grant (No 09172KFDA646) 
from Korea Food & Drug Administration in 2009–2010.

Author contribution
Jung-woo BAE performed genotyping and PK study and 
wrote the paper.  Chang-ik CHOI performed genotyping and 
PK study and wrote the paper.  Mi-jeong KIM performed 
volunteer recruiting and genotyping. Da-hee OH performed 
genotyping and PK study.  Seul-ki KEUM performed 
genotyping and PK study.  Jung-in PARK performed 
volunteer recruiting and genotyping.  Bo-hye KIM performed 
genotyp ing and PK study.  Hye-kyoung BANG performed 
volunteer recruit ing and genotyping.  Sung-gon OH per-
formed genotyp ing and PK study.  Byung-sung KANG per-
formed volunteer recruiting and genotyping.  Hye-in LEE 
deter mined losartan concentration in plasma.  Yun-jeong LEE 
per formed volunteer recruiting and genotyping.  Hyun-joo 
PARK performed volunteer recruiting and genotyping.  Hae-
deun KIM performed volunteer recruiting and genotyping.  Ji-
hey HA performed volunteer recruiting and genotyping.  Hee-
jung SHIN performed volunteer recruiting and genotyping.
Young-hoon KIM performed volunteer recruiting and geno-
typing.  Han-sung NA performed volunteer recruiting and 
geno typing.  Myeon-woo CHUNG performed volunteer 
recruit ing and genotyping.  Soon-young HAN determined 
losartan concentration in plasma.  Seung-hee KIM determined 
losartan concentration in plasma.  Choon-gon JANG analyzed 
data.  Seok-yong LEE designed research and wrote the paper.

References
1 Miners JO, Birkett DJ.  Cytochrome P4502C9: an enzyme of major 

importance in human drug metabolism.  Br J Clin Pharmacol 1998; 
45: 525–38.

2 Schwarz UI.  Clinical relevance of genetic polymorphisms in the 
human CYP2C9 gene.  Eur J Clin Invest 2003; 33: 23–30.  

3 García-Martín E, Martínez C, Ladero JM, Agúndez JA.  Interethnic 
and intraethnic variability of CYP2C8 and CYP2C9 polymorphisms in 
healthy individuals.  Mol Diagn Ther 2006; 10: 29–40.

4 Scordo MG, Caputi AP, D’Arrigo C, Fava G, Spina E.  Allele and geno-
type frequencies of CYP2C9, CYP2C19 and CYP2D6 in an Italian 
population.  Pharmacol Res 2004; 50: 195–200.

Table 4.  Pharmacokinetic parameters of oral losartan in subjects with the 
CYP2C9*1/*1 and CYP2C9*3/*3 genotypes. Mean±SD.

     
Variable

                    CYP2C9*1/*1            CYP2C9*3/*3 
                                                          (n=12)                                      (n=1)  
 
Losartan    
Cmax (ng/mL)   235.1±98.4 (172.6, 297.6)   440.2
t1/2 (h)     1.92±0.76 (1.44, 2.40)        4.72
CL/F (L/h)   0.094±0.018 (0.082, 0.106)        0.037
AUC0–∞ (ng·h/mL)   552.2±102.2 (487.3, 617.1) 1334.9
E-3174  
Cmax (ng/mL)   524.3±84.1 (470.8, 577.8)     19.1
t1/2 (h)     4.29±0.40 (4.04, 4.54)     10.56
AUC0–∞ (ng·h/mL)       3471.9±466.2 (3175.7, 3768.1)   400.9

Values in parentheses represent 95% confidence intervals. Cmax, maximum 
plasma concentration; AUC0-∞, area under the plasma concentration-time 
curve from time 0 to infinity; t1/2, elimination half-life; CL/F, apparent oral 
clearance; n, number of subjects.



1308

www.nature.com/aps
Bae JW et al

Acta Pharmacologica Sinica

npg

5 Bae JW, Kim HK, Kim JH, Yang SI, Kim MJ, Jang CG, et al.  Allele and 
genotype frequencies of CYP2C9 in a Korean population.  Br J Clin 
Pharmacol 2005; 60: 418–22.

6 Lee CR, Goldstein JA, Pieper JA.  Cytochrome P450 2C9 polymor-
phisms: a comprehensive review of the in-vivo and human data.  
Pharmacogenetics 2002; 12: 251–63.

7 Yoon YR, Shon JH, Kim MK, Lim YC, Lee HR, Park JY, et al.  Frequency 
of cytochrome P450 2C9 mutant alleles in a Korean population.  Br J 
Clin Pharmacol 2001; 51: 277–80.

8 Myrand SP, Sekiguchi K, Man MZ, Lin X, Tzeng RY, Teng CH, et al.  
Pharmacokinetics/genotype associations for major cytochrome P450 
enzymes in native and first- and third-generation Japanese popula-
tions: comparison with Korean, Chinese, and Caucasian populations.  
Clin Pharmacol Ther 2008; 84: 347–61.  

9 Man M, Farmen M, Dumaual C, Teng CH, Moser B, Irie S, et al.  
Genetic variation in metabolizing enzyme and transporter genes: com-
prehensive assessment in 3 major East Asian subpopulations with 
comparison to Caucasians and Africans.  J Clin Pharmacol  2010; 50: 
929–40.

10 Maekawa K, Fukushima-Uesaka H, Tohkin M, Hasegawa R, Kajio H, 
Kuzuya N, et al.  Four novel defective alleles and comprehensive 
haplotype analysis of CYP2C9 in Japanese.  Pharmacogenet 
Genomics 2006; 16: 497–514.

11 Stearns RA, Chakravarty PK, Chen R, Chiu SH.  Biotransformation of 
losartan to its active carboxylic acid metabolite in human liver micro-
somes.  Role of cytochrome P4502C and 3A subfamily mem bers.  
Drug Metab Dispos 1995; 23: 207–15.

12 Ritter MA, Furtek CI, Lo MW.  An improved method for the simul-
taneous determination of losartan and its major metabolite, EXP3174, 
in human plasma and urine by high-performance liquid chroma to-
graphy with fluorescence detection.  J Pharm Biomed Anal  1997; 15: 
1021–9.  

13 Lee HW, Lim MS, Lee J, Jegal MY, Kim DW, Lee WK, et al.  Frequency 
of CYP2C9 variant alleles, including CYP2C9*13 in a Korean popu la-
tion and effect on glimepiride pharmacokinetics.  J Clin Pharm Ther 
2011.  doi: 10.1111/j.1365-2710.2010.01238.x.

14 Hong X, Zhang S, Mao G, Jiang S, Zhang Y, Yu Y, et al.  CYP2C9*3 
allelic variant is associated with metabolism of irbesartan in Chinese 
population.  Eur J Clin Pharmacol 2005; 61: 627–34.  

15 Yu BN, Luo CH, Wang D, Wang A, Li Z, Zhang W, et al.  CYP2C9 allele 
variants in Chinese hypertension patients and healthy controls.  Clin 
Chim Acta 2004; 348: 57–61.

16 Yang JQ, Morin S, Verstuyf t C, Fan LA, Zhang Y, Xu CD, et al .  
Frequency of cytochrome P450 2C9 allelic variants in the Chinese 
and French populations.  Fund Clin Pharmacol 2003; 17: 373–6.

17 Chen K, Wang R, Wen SY, Li J, Wang SQ.  Relationship of P450 2C9 
genetic polymorphisms in Chinese and the pharmacokinetics of 
tolbutamide.  J Clin Pharm Ther 2005; 30: 241–9.

18 Wang SL, Huang J, Lai MD, Tsai JJ.  Detection of CYP2C9 polymor-
phism based on the polymerase chain reaction in Chinese.  Pharma-
co genetics 1995; 5: 37–42.

19 Gaedigk A, Casley WL, Tyndale RF, Sellers EM, Jurima-Romet M, 
Leeder JS.  Cytochrome P-4502C9 (CYP2C9) allele frequencies in 
Canadian Native Indian and Inuit populations.  Can J Physiol Pharma-
col 2001; 79: 841–7.

20 Li Z, Wang G, Wang LS, Zhang W, Tan ZR, Fan L, et al.  Effects of the 
CYP2C9*13 allele on the pharmacokinetics of losartan in healthy 

male subjects.  Xenobiotica 2009; 39: 788–93.
21 Si D, Guo Y, Zhang Y, Yang L, Zhou H, Zhong D.  Identification of a 

novel variant CYP2C9 allele in Chinese.  Pharmacogenetics 2004; 14: 
465–9.  

22 Yin T, Maekawa K, Kamide K, Saito Y, Hanada H, Miyashita K, et al.  
Genetic variations of CYP2C9 in 724 Japanese individuals and their 
impact on the antihypertensive effects of losartan.  Hypertens Res  
2008; 31: 1549–57.

23 Yoshizawa M, Hayashi H, Tashiro Y, Sakawa S, Moriwaki H, Akimoto T, 
et al.  Effect of VKORC1-1639 G>A polymorphism, body weight, age, 
and serum albumin alterations on warfarin response in Japanese 
patients.  Thromb Res 2009; 124: 161–6.

24 Nasu K, Kubota T, Ishizaki T.  Genetic analysis of CYP2C9 polymor-
phism in a Japanese population.  Pharmacogenetics 1997; 7: 405–9.

25 Kimura M, Ieiri I, Mamiya K, Urae A, Higuchi S.  Genetic polymorphism 
of cytochrome P-450s, CYP2C19, and CYP2C9 in a Japanese popula-
tion.  Ther Drug Monitor 1998; 20: 243–7.

26 Obayashi K, Nakamura K, Kawana J, Ogata H, Hanada K, Kurabayashi 
M, et al.  VKORC1 gene variations are the major contributors of varia-
tion in warfarin dose in Japanese patients.  Clin Pharmacol Ther 
2006; 80: 169–78.

27 Xie HG, Prasad H, Landau R, Kim RB, Cai WM, Ieiri I, et al.  Frequency 
of the defective CYP2C9 variant alleles in different ethinc groups 
[abstract].  Clin Pharmacol Ther 2002; 71: P102.

28 Nakai K, Habano W, Nakai K, Fukushima N, Suwabe A, Moriya S, et 
al.  Ethnic differences in CYP2C9*2 (Arg144Cys) and CYP2C9*3 
(Ile359Leu) genotypes in Japanese and Israeli populations.  Life Sci  
2005; 78: 107–11.

29 Guo Y, Zhang Y, Wang Y, Chen X, Si D, Zhong D, et al.  Role of CYP2C9 
and its variants (CYP2C9*3 and CYP2C9*13) in the metabolism of 
lornoxicam in humans.  Drug Metab Dispos 2005; 33: 749–53.

30  Yasar U, Eliasson E, Dahl ML, Johansson I, Ingelman-Sundberg M, 
Sjöqvist F.  Validation of methods for CYP2C9 genotyping: frequencies 
of mutant alleles in a Swedish population.  Biochem Biophys Res 
Commun 1999; 254: 628–31.

31 Bae JW, Choi CI, Jang CG, Lee SY.  Effects of CYP2C9*1/*13 on the 
pharmacokinetics and pharmacodynamics of meloxicam.  Br J Clin 
Pharmacol 2011; 71: 550–5.

32 Scott SA, Khasawneh R, Peter I, Kornreich R, Desnick RJ.  Combined 
CYP2C9, VKORC1 and CYP4F2 frequencies among racial and ethnic 
groups.  Pharmacogenomics 2010; 11: 781–91.

33 Yasar U, Forslund-Bergengren C, Tybring G, Dorado P, Llerena A, 
Sjöqvist F, et al.  Pharmacokinetics of losartan and its metabolite 
E-3174 in relation to the CYP2C9 genotype.  Clin Pharmacol Ther  
2002; 71: 89–98.

34 Sachinidis A, Ko Y, Weisser P, Meyer zu Brickwedde MK, Düsing R, 
Christian R, et al.  EXP3174, a metabolite of losartan [MK 954, DuP 
753] is more potent than losartan in blocking the angiotensin II-
induced responses in vascular smooth muscle cells.  J Hypertens 
1993; 11: 155–62.

35 Sekino K, Kubota T, Okada Y, Yamada Y, Yamamoto K, Horiuchi R, et 
al.  Effect of the single CYP2C9*3 allele on pharmacokinetics and 
pharmacodynamics of losartan in healthy Japanese subjects.  Eur J 
Clin Pharmacol 2003; 59: 589–92.  

36 Lee CR, Pieper JA, Hinderliter AL, Blaisdell JA, Goldstein JA.  Losartan 
and E3174 pharmacokinetics in cytochrome P450 2C9*1/*1, *1/*2, 
and *1/*3 individuals.  Pharmacotherapy 2003; 23: 720–5.


	1191-1192.pdf
	1193-1198.pdf
	1199-1207.pdf
	1208-1214.pdf
	1215-1224.pdf
	1225-1232.pdf
	1233-1238.pdf
	1239-1245.pdf
	1246-1252.pdf
	1253-1258.pdf
	1259-1265.pdf
	1266-1275.pdf
	1276-1284.pdf
	1285-1293.pdf
	1294-1302.pdf
	1303-1308.pdf



